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Articulate language depends on very different abilities, such as 
vocal dexterity, vocal mimicking and the acquirement by chil-
dren of the very different and arbitrary phonology and gram-
matical structure of any language.
A vast array of experiments confirm that children acquire 
grammar by the use of prosodic clues, basically intonation and 
pitch, in combination with, e.g., facial expression and gesture. 
Prosodic clues, provided by speech, are exaggerated in infant-
directed speech (motherese). Moreover, strong overlap between 
musical and linguistic syntactic abilities in the temporal lobes 
of the brain has been established. A musical origin of language 
at the evolutionary level (for the species Homo sapiens) and at 
the ontogenetic level (for each newborn) is parsimonious and 
no longer refutable.
We then should ask why song, i.e., vocal dexterity and vocal 
learning, was evolved in our species and why it is largely ab-
sent from other ‘terrestrial’ animals, including other primates, 
but present in disjoint groups such as cetaceans, seals, bats and 
three orders of birds? I argue that this enigma, together with a 
long list of other specifically human characteristics, is best un-
derstood by assuming that our recent ancestors (from 3 million 
years ago onwards) adopted a shallow water diving lifestyle. 
The swimming and diving adaptations of the upper airway (and 
vocal) tract led to increased vocal dexterity and song, and to 
increased fine tuning of motoric and mimicking abilities. These 
are shared by creatures that can freely move in three dimensions 
(swimming and flying animals) and that can respond instanta-
neously to the behavioural changes of other animals. Increased 
bodily mimicking, together with increased vocal dexterity, both 
a consequence of a semi-aquatic lifestyle, led to integrated song 
and dance, which predisposed towards producing and mimick-
ing speech and gesture, and to the ability to use prosodic clues 
to learn the grammar of whichever language.
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Why it is important to explain the origin of language?

Articulate language (spoken language, symbolic language) can be regarded as the 
most important faculty that distinguishes humans from all other animals.

Articulate language, which is considered to be present only in our species, Homo 
sapiens, is enigmatic with regard to how such a peculiar ability could have originated at 
all, and this question is closely connected to the question, why articulate language arose 
only once, and only in our species?

Although articulate language, as such, is not necessary for higher mental abilities 
or for improved hunting skills, it has provided us with a separate reference frame, which 
enabled reflexive awareness (i.e., consciousness: Vaneechoutte, 2000) and foresight, 
which forced us into religiosity (Vaneechoutte, 1993) and brought with it technology 
and science.

It is articulate language which, very quickly after its origin (at most 200,000 years 
ago), changed the appearance and future of planet Earth. Of course, it is important to 
understand how such a feature could have naturally evolved.

 
What needs to be explained?

First, the possibility to use (produce, reproduce, mimick, and understand/respond to) 
articulate language depends on many different and independently evolved characteristics. 
Intriguingly, the production by one individual of random utterances, and making sense of 
these utterances by another, represent independent trajectories as well, which, beyond that, 
must develop simultaneously. Put otherwise, a conversation requires at least two people – 
but how could someone invent language at exactly the same time that someone else figured 
out how to decode it? This requires a more complicated explanation than when accounting 
for the evolution of the complex eye which can be achieved by straightforward natural 
selection of an advantageous trait (better eye = better sight). Moreover, I will argue that 
language was certainly not very useful at first, and that it is not even all that advantageous 
when fully developed, which minimizes the likelihood that it was naturally selected. 

Second, stating that such complex traits, such as speech production and speech 
comprehension (which by nature rely on several other very different characteristics), 
were selected because it was advantageous, does not in itself provide the mechanisms via 
which these traits could have originated and have been perfectionized. The explanation 
must outline the trajectory via which articulate language could have originated.

Third, a useful explanation for the mechanism through which articulate language 
in our species developed, must not only be phylogenetic, i.e., explaining how it could 
have developed in our species, but also ontogenetic, i.e., explaining how each individual 
human, from childhood onwards, can develop the ability for producing as well as un-
derstanding speech. Ideally, this mechanism should be able to explain both phylogenetic 
and ontogenetic processes.
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Fourth, a valid hypothesis must also explain why articulate language originated only 
in our species, and why it is exclusive to our species. For example, better speech for better 
hunting is not only an improbable explanation (chimps are better hunters without language, 
most hunters keep silent when hunting and rely on sign or click languages), but it also does 
not provide the mechanism via which language could have developed in our species (no 
phylogenetic explanation) and it would appear improbable that a language selected on the 
basis of its hunting advantages could be easily picked up by children (hence lacking also 
ontogenetic explanatory power). Finally, since none of the many predatory species rely on 
articulate language, the hunting hypothesis fails the exclusivity criterion as well, as one 
would have expected it to have developed in at least some of the hunting species.

More sophisticated explanations are needed, rather than simply claiming that lan-
guage was advantageous and therefore naturally selected. 

Timing of the origin of language

Having some idea of the appropriate time when language emerged is of importance 
when evaluating the validity of claims (e.g., Deacon, 1997; Lieberman, 2012; Pinker & 
Bloom, 1990; Pinker, 1994; Smith & Szathmáry, 1995) that ever better language, starting 
from primitive proto-language, was sufficiently advantageous to propel natural selection 
to fully developed language. However, currently most scholars tend to agree, on the basis 
of the time of the appearance of abundant cultural artefacts, from only the last 125,000 
years onwards, and by anatomical characteristics (see for example, Lieberman, 2012), 
that fully-fledged language originated only recently. Therefore, the recent origin of lan-
guage appears to indicate that natural selection propelled by the advantages of language 
itself is not a valid explanation for its origin, simply because there was insufficient time 
for natural selection to promote the very different characteristics necessary to enable 
speech. I agree with the view that language originated only recently and  therefore the 
several independent characteristics that were required to make language possible (pread-
aptations) must have been selected for other reasons.

The exact timing of the origin of modern language is also important when determin-
ing which of the adaptations deduced from fossils and genetics can be considered indica-
tive of language. For an excellent review of the difficulties associated with interpreting 
fossil evidence in relation to our vocal abilities, see Wurz (2009) - although she consid-
ers the data in the context of our presumed running adaptations. 

To summarize, several fossil characteristics (e.g., the presence and development of 
Broca’s area as can be read from skull endocasts, or indications of a descended larynx) 
and genetic mutations (e.g., the FoxP2 mutations: Krause et al., 2007) are usually inter-
preted as being indicative of articulate language. However, it is generally overlooked 
that these might just as well, and more parsimoniously, be indicative of diving (breath 
holding), running (see Wurz, 2009) and musical (song production) abilities (Maess et 
al., 2001), and consequently point to evolutionary events that are preadaptations for lan-
guage, but that are not necessarily indicative of the presence of language.
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Uniqueness: why only in one species? Why in our species?

Although one cannot exclude that symbolic language exists to some degree in, e.g., 
dolphins, bats, elephants, crows and parrots, and therefore is not entirely unique to our 
species, we will however assume that articulate, symbolic language is a unique charac-
teristic of the species (that names itself) Homo sapiens, because it would seem that only 
our own species has made use of this capability to increase its mental possibilities and 
eventually (during the last few centuries) become a major evolutionary force on Earth. 
Therefore, any explanation of the origin of language also needs to account for why it 
evolved in only one species and why in our species. Yet none of the explanations put 
forward thus far fulfill the uniqueness criterion.

First the general explanation: “Articulate language was advantageous and therefore 
it was naturally selected” (Pinker, 1994; Deacon, 1997) would seem to imply that many, 
if not most, animals should be using symbolic speech, and therefore that speech should 
be more ancient than its widely accepted maximum 200,000 years.

Second, the hypothesis that articulate language developed because it improved our 
hunting abilities fails to explain its uniqueness, since one would expect that at least sev-
eral of the many hunting species would also be able to communicate by way of symbolic 
language. 

A third hypothesis (Pinker, 1994) considers sexual selection to be the means through 
which articulate language evolved, whereby women chose males on the basis of their 
oratory abilities, with better speaking males having more offspring and whereby, con-
sequently, the language gene(s) spread. The problem we encounter here is that some-
one must then explain how women were attracted to babbling men, especially when the 
women could not understand what the men were saying, unless, though highly improba-
ble, they developed the unrelated ability to understand speech at exactly the same time as 
men developed speech. Another problem related to the sexual selection hypothesis is that 
it does not explain how women came to speak (even though it is generally known that 
they are the truly talkative gender). More importantly, this hypothesis fails the unique-
ness criterion because many traits in different species have been selected sexually, and 
therefore speech could have been selected in many species via sexual selection. 

On the other hand, however, I would argue that sexual selection could easily explain 
our musicality and that our uniqueness in articulate language can best be understood as 
the result of a very specific trajectory that the genus Homo followed during the last 5-8 
million years, including a semi-aquatic phase, which predisposed towards, or strongly 
improved, our singing capacities, by selecting for voluntary controlled breathing, vocal 
dexterity and vocal learning. Together with the enlargement of our brains, also best ex-
plained by a DHA-rich diet, similar to that found in marine/coastal environments, these 
increased singing and associative capacities in turn predisposed towards the more recent 
emergence of language. In other words, I claim that the several unrelated preadaptations 
necessary for articulate language are more likely to have been brought about by a swim-
ming/diving semi-aquatic lifestyle, which in turn promoted singing abilities.
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The elaboration of this peculiar evolutionary route, i.e., a swimming/diving ape that 
was preadapted for learned song, and in turn articulate language, not only provides a 
sufficient explanation as to why articulate language is only observed in one species, thus 
fulfilling the uniqueness criterium, it may also, at the same time, provide an explanation 
as to why it is only observed in our species.

Which adaptations are necessary for articulate language?

Articulate language depends on several very different, unrelated abilities, which can 
therefore be considered to have originated from different selection pressures and evo-
lutionary pathways. These abilities are best regarded as preadaptations, in other words, 
traits which evolved from other selection pressures rather than those imposed by the 
possible advantages of language, but which coincidently developed to a point whence 
language could emerge.

Vocal flexibility/vocal dexterity
Articulate language depends on vocal flexibility or vocal dexterity to produce the 

wide range of consonants, vowels and intonations. Vocal flexibility itself depends on 
respiration (diaphragm, descended larynx), vocalization (vocal chords) and articulation 
(formants: tongue (most important), and teeth and nose), which are three different abili-
ties, each requiring their own evolutionary explanation. I argue that several elements 
needed for vocal dexterity were developed for the (shallow water) diving lifestyle of our 
ancestors, that were further refined for improved singing abilities.

Vocal learning
Vocal learning or, more precisely, vocal production learning (Janik & Slater, 2000), 

i.e., the vocal reproduction of sounds that are overheard, is necessary for reliable imita-
tion of phonemes, rhythms and intonations, as used in song and language. This is well-
known in songbirds, the largest group of birds (4000 out of 9000 bird species), parrots 
and hummingbirds, but is virtually unknown in mammals. Among mammals, only hu-
mans, some cetaceans (Janik et al., 1994), some pinnipeds (Ralls et al.,1985), some bats 
(Jones & Ransome, 1993; Boughman, 1998; Bohn et al., 2013), and possibly to a degree 
elephants (Byrne et al., 2009; Hart et al., 2008), yet no primates (Janik & Slater, 1997), 
are capable of vocal learning. Humans (and elephants) find themselves in a disjoint group 
of animals: flying birds and mammals (bats) and swimming/diving mammals. 

Fitch (2006) only considers sound production to be song when it is based on vocal 
learning and classifies all other animal utterances as stereotypic ‘calls’. For example, the 
limited interindividual variability of dugong ‘songs’ (Okumura et al., 2007) would be 
classifed as calls, whereas in manatees, the vocalizations of calves well resemble those 
of their mothers (Sousa-Lima et al., 2002). Similarly, even gibbons and siamangs, prob-
ably the best vocalists among nonhuman primates, use stereotypic calls that are inherit-
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able (Geissman, 2000; Fitch, 2006). Further on, I speculate on why one could expect 
vocal learning to be present in precisely these disjoint groups. 

Notably, for vocal learning to be of use in explaining language, both genders should 
engage in this activity because in several species (e.g., most song birds, humpback 
whales) only males display song and vocal learning. In humans, both genders vocalize 
and have vocal learning - with greater linguistic skills usually attributed to the female 
gender. In manatees, calves mimic their own mother’s song, and bottlenose dolphins 
and killer whales have vocal learning as well (Filatova et al., 2013). Ralls et al. (1985) 
recorded vocalizations from captive harbor seals. Pups of both sexes vocalized, but fe-
males above one year of age rarely vocalized. Two adult males produced sounds that 
mimicked one or more English words and phrases, which led the authors to speculate 
that male harbor seals may mimic other males in the wild.

Increased associative capacity
Certainly, increased brain capacity can not be considered disadvantageous for the 

development of a complex ability such as articulate language and grammar. Still, the 
importance of a large brain in the ability to acquire symbolic language may be limited 
(Duchin, 1990). Indeed, linking (auditory) symbol to meaning is for example a capacity 
that does not need an enlarged human brain, because trained dogs can also recognize at 
least 200 words. It has also been well demonstrated that apes are able to learn abstract 
language to some degree, without having a brain the size of humans. It will be argued 
that the best explanation for the enlarged brain of our species derives from a semi-aquat-
ic past, not forgetting that at present half of the world’s human population is still fed by 
the sea.

Learning of the random syntax (and random phonology) 
of human languages by young children
Assuming that grammar is not at all universal and also not innate, I have previously 

advocated (Vaneechoutte & Skoyles, 1999) that children acquire whichever random lan-
guage using sensory clues offered by the people talking to them, of which the most 
important clue is the melody of speech, i.e., intonation and rhythm. Although it can be 
easily dismissed that children have an innate language acquiring device, they do have a 
music acquiring device (e.g., Schön et al., 2004). This kind of innateness is much easier 
to understand from an evolutionary point of view because it is a general characteristic 
(as opposed to learning specific grammars) and also because it evolved independently in 
very different evolutionary lineages (unlike linguistic grammar). Numerous studies have 
shown how, indeed, language and music rely on the same resources and how children 
rely largely on prosodic clues when acquiring language. 
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Misconceptions about language and its origin

Before elaborating on what I consider to be the most plausible hypothesis for under-
standing the many peculiar and unique characteristics of the human species, including 
articulate language, I would like to deal with several paradigms which have misguided 
scientists who are interested in human evolution and the origin of articulate language. 
There is, of course, the Chomskyan paradigm which claims that linguistic grammar is 
universal among languages and innate to the human species. Moreover, starting from the 
notion that language is innate (and that we are genetically predisposed for language), 
there has also been the claim that language was naturally selected for, i.e., that the ad-
vantages of language were so huge that this could act as its own selective force: better 
speaking individuals on average had more offspring than poorly speaking individuals 
and therefore the language genes could spread throughout the population. 

There is also a widespread view of human evolution (the savannah/open plain hy-
potheses), which claims that we started walking upright for scavenging or hunting large 
game on open terrain, endowing us with large brains and a descended larynx, which 
led to the ability to speak. Although none of these hypotheses have their  roots in solid 
research – as illustrated by the account of Bender et al. (2012: co-authored by Phillip V. 
Tobias), they have managed to entrench themselves as established truths in the minds 
of many, if not most scientists in the field, obtaining the status of irrefutable paradigm. 

Another problem is related to the interpretation of how fossils and genetic data 
provide clues on the origin of language. Most of these data are usually interpreted as 
indicative of language, whereas I argue that such structures (like the presence and size of 
Broca’s area as seen from skull endocasts) or genetic data (such as the mutations in the 
FOXP2 gene) may have originated in the function of other and more general abilities, 
such as voluntary breath control (for diving and later for singing) or singing. 

Finally, there is the general overemphasis on the part of linguists of the importance 
of ‘word order’ for the syntax of language, whereas I shall argue that word order is not 
very important in spoken language, compared to prosodic clues.

Is grammar universal?

A major misconception, which has been the ruling paradigm in linguistics for the 
last 50 years, is that grammar is universal and innate (Chomsky, 1957).

To Chomsky, all humans have a universal grammar, a set of rules that can generate 
the syntax of every human language; English & Mohawk, for example, are essentially 
the same languages. However, it has previously been argued (Vaneechoutte & Skoyles, 
2000; Kenneally, 2007;  Deutscher, 2006 ) that this is simply not in agreement with fact.

Although it is not my intention to re-open this discussion at length, I would like to 
provide some examples which clearly demonstrate that grammar is anything but univer-
sal, neither has it been particularly stable during the evolution of languages.
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Gender variability and instability
Gender is a good example to start with. Languages like Finnish and Hungarian have 

only one gender, which in fact is the same as having no gender, because they do not 
distinguish between male and female. Some languages have up to 16 genders and have, 
e.g., a gender for edible vegetables or for family members (Deutscher, 2006). But gender 
is not even stable and an incredible (and humorous) example can be seen in the transition 
that occurred from the Latin female gender and name for the most characteristic female 
organ, i.e., the vagina, to the male gender in French (a direct descendent of Latin): le 
vagin. Somehow, the French not only changed the gender of the word, but in addition 
managed to change the female gender into the male gender. Incidentally, all of the roman 
languages also lost the neuter gender present in their mother language, Latin. Yet, on the 
other hand, they acquired the definite article absent in Latin (see below).

English, a modern hybrid language, which was the result of the invasion of the 
French speaking Normans (= Northern men), Vikings who had conquered ‘Normandie’ 
and had adopted the French language, even lost its male and female gender for nonhu-
man items, which all became neuter, except for ‘ship’, which is still female (!).

One last example, taken from Deutscher (2010): “Why does the German feminine 
sun (die Sonne) light up the masculine day (der Tag), and the masculine moon (der 
Mond) shine in the feminine night (die Nacht)? After all, in French, he (le jour) is actu-
ally illuminated by him (le soleil), whereas she (la nuit) by her (la lune).” 

Related to the gender issue is the use of definite articles. Some languages (Russian, 
Latin) don’t have them, some have only female and male (French), some only neuter and 
non-neuter (Dutch), some have neuter, male and female (German), and again, changes 
can occur during language evolution (no articles in Latin, yet two in its daughter lan-
guages).

Informational content of verbs
Languages vary considerably in the information they provide within words. In Eng-

lish ‘walked’ expresses the past tense, but does not supply information about the person. 
In Dutch, the number of persons (one vs. more) is indicated, and Latin and Arabic also 
indicate the first, second or third person. Chinese verbs provide no indication of tense nor 
person. In French, there are special tenses, like subjonctif and passé simple, with rather 
complicated rules on when to apply them.

Plural variability
Hawaiian does not have different forms for singular and plural, and also in French 

both often sound the same (jour, jours) and the difference needs to be indicated by the 
definite articles ‘le’ and ‘les’. In English, you clearly hear the difference since the final 
plural ‘s’ is pronounced. German has many plural forms. A servian language distinguish-
es between the plural of two (hródaj = two castles) and the plural of more (hródy = many 
castles).
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 Absolute positioning vs. relative positioning
This example seems hardly credible. Some languages use(d) absolute positioning 

when indicating directions. Instead of saying: “your left hand” (relative position of the 
hand with regard to the owner of the hand), they state “your western hand” (the absolute 
geographical position) from which it follows that, when you turn around, the same hand 
will be addressed as “your eastern/northern/southern hand,” depending on the direction 
you are facing (Deutscher, 2010). This means that these people, in order to produce com-
prehensible speech and to understand what is meant by the speaker, have to be aware of 
the absolute geographic position (N, S, E, W) all of the time, also when in the dark or 
inside. Astonishing, and for the sake of this argument, not at all very universal.

Recursive abilities: subordination
Chomsky changed terminology and ideas continuously in response to experiments 

which showed that his theoretical framework was wrong time after time (Kenneally, 
2007). Having started with major claims about how language was programmed in our 
brains, Chomsky put forward subordination as the last resort for innate grammar enthu-
siasts. Subordination was considered the real hallmark of our language abilities (Hauser 
et al., 2002).

In fact, in spoken language, we do not make much use of subordination. Because of 
recursive ability, we could say: “I told Johnny that he should go home to avoid making 
his wife angry”, whereby we use two subordinated sentences or recursion. In reality, we 
are saying: “I told Johny. Johny, I said, go home. Your wife will get angry.”

It is important to note that even musical structure is hierarchical, closer to language 
than previously thought. Thus far, it has only been agreed that music has local syntactic 
dependencies, i.e., from one note/chord to the next, similar to the AB-AB-AB grammar 
that also cotton top tamarins can learn. However, the claim of linguists that language is 
unique because of its recursive hierarchical structure can now be ruled out for the first 
time with the study by Koelsch et al. (2013), showing that our musical faculty uses hier-
archical structure as well.’

Phonological variability
Although Chomsky did not claim that phonology is universal, phonology is an im-

portant part of the conventions that make up grammar, and shows even more variability. 
Phonology is also a random convention: different languages use very different words to 
mean the same thing. The fact that even the phonetically same word may mean many 
different things, adds to the randomness of phonology. This may be the case through 
coincidence (e.g., mail vs. male) or as the consequence of different intonation or pitch 
contour, as in tonal languages, and atonal languages as well (see below).

In addition, it has been observed, though with no really good explanation, that some 
languages use more phonemes than others. When a total of 317 languages were sam-
pled, all together a total of 757 phonemes could be produced by their speakers, yet the 
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speakers of each language use only a limited subset of these possibilities. Rotokas from 
Papua New Guinea has only six distinct consonants (p, t, k, b, d, g), whereas !Kung from 
Botswana has 47 non-click consonants and another 78 click consonants. With regard to 
vowels, many Australian languages have only three, Rotokas has five, and English has 
12 vowels and 8 diphthongs. The overall number of sounds in Rotokas is therefore 11 
(equal to Polynesian Mura: Vaneechoutte & Skoyles, 1998, whereas it amounts to more 
than 140 in !Kung: Vaneechoutte & Skoyles, 1998; Deutscher, 2010).

The absurdity of Chomskyan claims have been summarized as follows: 
“When you hear speech, [Chomskyans claim that] the syntactic module extracts 

syntax information from the sound wave, the intonation module analyses the pitch vari-
ation. After each module has done its job, the information is put together again as lan-
guage. The grammar part of your brain somehow extracts the grammatical information 
from the sound waves, but ignores any other information in those waves which might 
help interpret the sounds. Workings of the language organ are separate from other parts 
of the brain: separate from context, and with gesture unimportant.” (Kenneally, 2007).

Kenneally (2007) continues: 
“It is hardly credible that such an obviously counterintuitive hypothesis has ruled 

the minds of so many. The average person would probably consider context crucial to 
understanding language. He would count intonation as important, and he would be un-
likely to completely separate structure from meaning.” 

Of course, these clues are important for acquiring language, as has been shown by 
numerous studies.

The above examples (see also below: word order) can be summarized by conclud-
ing that whatever variation can be invented in grammar has been invented, and that noth-
ing about grammar is universal. Furthermore, one might add, not only is there nothing 
universal about grammar but that grammar itself can be considered a random, culturally 
embedded convention. Still, apparently, children can easily learn whichever random syn-
tax convention and whichever phonological subset of whatever language they happen to 
be exposed to.

Is grammar innate?

Chomskyans state that humans possess a language organ which is unique compared 
to all other animals. Their theory suggests that linguistic ability is hardwired in the hu-
man brain and manifests itself without being taught. It is innate. 

First, the notion of innate grammar is contradictory to the existence of numerous 
unrelated grammars with random rules (see above). Moreover, given the instability of 
grammar during the evolution of languages, it is difficult to comprehend how such a 
changing grammar could be innate. This is exemplified by the case of irregular verbs. 
The past tense of the verb ‘to make’ was regular some 1000 years ago (maked) but has 
become irregular (made) since then. That such irregularity cannot be innate is clear from 
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the observation that children have to memorize these exceptions, after initial mistakes 
resulting from their (innate!) ability to generalise.

Second, any evolutionary biologist (but see below) who is confronted for the first 
time with the notion of ‘innate grammar’ is perplexed and dismisses it out of hand, as-
suming that it is a creationist idea. Hence, the fact that such a notion has been the ruling 
paradigm among linguists for half a century, and still is taken for granted by many today, 
is even more perplexing (the same is true of the stubbornness of the savannah hypotheses 
regarding human evolution). Innateness of a complex characteristic such as grammar, 
simply does not make sense.

As Darwin (1871) noted: “Humans don’t speak unless they are taught to do so.” and 
“(Language) is certainly not a true instinct, for every language has to be learnt.”

However, most perplexing of all is that this view of the innateness of grammar has 
been defended by some strict neodarwinists (see below).

Is language advantageous and has it, as such, been naturally selected?

To defend the idea that language was naturally selected because of the obvious 
advantages it brought, one must suppose that language is genetically encoded, i.e., is an 
instinct and, as such, can be naturally selected. This is a position held by some linguists 
(Pinker & Bloom, 1990) who should be accredited with reopening the origin of language 
debate, after it had been banned from the scientific agenda by linguists for more than a 
century (Kenneally, 2007). Lieberman (2012) also defends the same position: “Brains 
and body co-evolved to make human speech possible.” Evolutionary biologists Smith 
& Szathmáry (1995) also adhere to a genetic basis for grammar, because a language 
or grammar gene can be naturally selected for, so that the origin of language can be 
explained within the strict neodarwinist corset of gene mutation and the selection of 
advantageous genes.

However, Darwin (1871) would probably have disapproved of the title of the book, 
The Language Instinct (Pinker, 1994), claiming a Darwinian approach to the problem 
of the nature and the origin of language. He stated: “(Language) is certainly not a true 
instinct, for every language has to be learnt. It differs, however, widely from all ordinary 
arts, for man has an instinctive tendency to speak, as we see in the babble of our young 
children; whilst no child has an instinctive tendency to brew, bake, or write. ... The 
sounds uttered by birds offer in several respects the nearest analogy to language, for all 
the members of the same species utter the same instinctive cries expressive of their emo-
tions; and all the kinds that sing, exert their power instinctively; but the actual song, and 
even the call-notes, are learnt from their parents or foster-parents”.

I maintain that language emerged from a series of preadaptations, which were natu-
rally selected for other reasons, independent of each other, and moreover, consider the 
advantage(s) of language to be too limited to have forged such a series of coincidental 
evolutionary events. Moreover, any possible advantages probably only emerge when 
language is fully developed.
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I do not consider articulate language to be necessary for successful reproduction, 
and therefore it brings limited advantage to creatures in the wild. All other animals do 
well without it.  Without articulate language, chimps, our closest relative, use (like sever-
al other species) and produce tools, have higher mental abilities, e.g., self recognition in 
mirror and theory of mind (Beran et al., 2013), and are probably even better hunters than 
we are. In fact, they can hunt in a manner which is not only well-organized and planned 
in advance (and completely silent!), but moreover takes place in a three-dimensional 
space, taking care not to let the monkeys they are chasing escape through the canopy 
(http://www.youtube.com/watch?v=A1WBs74W4ik). 

Consequently, I suggest that the idea that language was so advantageous that it 
could provide its own selective force is probably incorrect. Articulate language is not 
required to carry out many of the higher order mental abilities, or for improved hunting 
abilities.

Finally, it is generally agreed that its origins are recent, and as such, any eventual 
advantages of language could not have played a role in the natural selection of the many 
different capabilities that are needed for articulate language.

Do we walk upright and have large brains and speak because of running 
and hunting in the savannah?

The discussion as to whether adaptation to a life of chasing big game on wide open 
plains can explain why we run on hind legs, are fully upright, naked, sweat, have large 
brains and can speak, will be addressed in more detail elsewhere in this issue (see also 
Morgan, 1972, 1997; Vaneechoutte et al., 2011a, 2012). Still, I would briefly like to 
touch upon it because the idea that our characteristics developed for running on open 
plains contradicts the thesis that language became possible because of some preadapta-
tions which developed during the last 3 million years of our evolution (predominantly by 
our ancestor Homo erectus) in response to a semi-aquatic life, characterized by shallow 
water diving and seafood gathering.

The savannah hypotheses, despite being refuted by Phillip V. Tobias, the direct heir 
of Raymond Dart who framed the hypothesis, are still regarded by most (well-informed 
as well as ill-informed) as the most plausible approach to explaining the fact that humans 
walk upright on hind legs. Bender et al. (2012) convincingly illustrated how the ‘run-
ning/hunting over large distances’ hypothesis and the savannah hypothesis, are rooted in 
misconceptions, dating back at least to Lamarck. Unfortunately, when a misconception 
is repeated many times, it becomes established knowledge, difficult to eradicate, which 
is also the case with the Chomskyan view of language.
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First, australopithecines, considered hominin ancestors, were already bipedal before 
the cooling of the climate which begat the savannah, which has in fact been known for 
almost two decades: “The savannah ‘hypothesis’ of human origins, in which the cool-
ing climate begat the savannah and the savannah begat humanity, is now discredited.” 
(Wood, 1996). Moreover, even older fossils, such as Orrorin, possibly closely related to 
the latest common ancestor of humans and chimps, where already largely bipedal (Pick-
ford et al., 2002). 

Besides the problem of timing related to the savannah hypotheses, walking upright 
is a very inefficient way of moving around, since most quadrupedals easily outrun us, 
over short as well as long distances. Walking upright, nakedness and sweating have also 
been explained as adaptations to cooling in the hot savannah (Wheeler, 1991). Taking 
into consideration that night time on dry open land is freezing cold, and that equatorial 
nights last exactly as long as equatorial days, one can but wonder whether the presumed 
advantage of keeping cool during the day is balanced by the disadvantage of trying to 
keep warm at night. Also, nakedness, which is accompanied by a subcutaneous–insulat-
ing–fatty layer, another uniquely human characteristic among primates, does not seem 
to be a coherent solution to cooling. Finally, sweating for cooling, and producing diluted 
urine (through multipyramidal kidneys, again absent in other primates: Williams, 2006), 
unlike land and desert animals who produce concentrated urine and do not sweat (except, 
to a much more limited degree, camels and horses), is counterintuitive as a strategy to 
save water, much needed in dry and hot conditions.

This special issue in two parts presents several arguments for a semi-aquatic past. 
Some proponents of the semi-aquatic hypothesis (Niemitz, 2010; Kuliukas, 2011) con-
sider adaptations to wading a sufficient explanation for upright walking. This may be so, 
but there is much more that needs to be explained about human morphology and physi-
ology than upright walking alone. For example, wading does not explain other unique 
human characteristics such as voluntary breath control and nakedness, whereas shallow 
water diving may.

Because adaptation to dry, open land seems an unlikely explanation for upright 
walking, upright walking itself is an unlikely explanation for several uniquely human 
characteristics, such as a descended larynx and voluntary breath control, which are con-
sidered necessary (pre)adaptations for the development of our musicality and linguistic 
abilities. For an opposite viewpoint, discussing how the development of our musical 
abilities were linked to our presumed running adaptations, see Wurz (2009). As stated 
before (Vaneechoutte et al., 2011b), most of the preadaptations needed for song and 
speech, including vocal learning (absent in all terrestrial mammals, except man and the 
elephant), can be most straightforwardly explained by adopting the view that our past 
was much wetter than is generally assumed.
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How indicative are fossil and genetic data as markers for the faculty 
of language?

Many researchers have linked fossil findings, as well as data on the presence and 
timing of the first occurrence of genetic mutations, to the origin of speech, leaving other 
possible explanations unexplored, as exemplified by the following statement: “The only 
apparent selective advantage of the human supralaryngeal vocal tract is that it enhances 
the robustness of speech communication.” (Lieberman, 2012). However, one should be 
careful with this kind of ‘for language’ interpretations because the skeletal remains and/
or genetic data could be indicative, not, or not only, for articulate language abilities, but 
also, or predominantly, for, e.g., voluntary breathing abilities in general (evolved for run-
ning or, more likely, for diving and/or singing). 

Indeed, there are several problems with the interpretation of fossil data, as summa-
rized by Fitch (2000) and extensively addressed by Wurz (2009).

Another unique characteristic of humans that can be read from fossils, not addressed 
by Fitch (2000), is not related to the production of vocal signals but to their reception. 
Apparently, we are endowed with a heightened sensitivity to the midrange frequencies’ 
tones, i.e., 2-4 KHz (Martínez et al., 2009) or 2-5 KHz (Despopoulos & Silbernagl, 
2003), compared to other primates. Martínez et al. (2009) conclude, through the study of 
the skeletal anatomy of the middle and outer ear of middle Pleistocene hominids, from 
the site of the Sima de los Huesos (Spain) and from Neanderthals, that this ability was 
already present at least 500,000 years ago. Because this frequency is typical of human 
speech, they conclude that these data provide important clues to the origin and evolu-
tion of spoken language. However, this is also the frequency range of the singing voice. 
Intriguingly, from their data, it appears that the highest sensitivity is situated around 
3000 Hz, known as the ‘singers’ formant, present in the spectra of trained (especially 
male) singers, but absent in speech. It is this increase in energy at 3000 Hz which al-
lows singers to be heard and understood over an orchestra (http://en.wikipedia.org/wiki/
Music_theory).

Another intriguing change that took place in human evolution regards the size and 
orientation of the semicircular canals of the labyrinth in the inner ear during hominin 
evolution, as summarized by Wurz (2009) (see also Morley, 2002, 2003; Spoor et al., 
2007): 

“The first significant developments of auditory anatomy occur with Homo ergaster, 
1.5–1.7 million years ago, and also seem to be related to a shift to a fully upright posture. 
In australopithecines the vestibular structure has an apelike position, and in Homo habi-
lis it has a monkey-like configuration. In H. ergaster, however, a modern configuration 
in which an almost 90-degree rotation has occurred is found. This indicates that H. er-
gaster was fully bipedal and that complex movements, such as running and jumping, 
could have been performed. The two vertical canals, the anterior and posterior canals, of 
humans are enlarged relative to the horizontal canal. The enlarged vertical canals may 
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be linked to monitoring accurately fast vertical body movement in bipedal running on an 
irregular substrate.” 

Of course, this is another example of a possibly biased interpretation because these 
changes may be linked just as well to a more aquatic lifestyle of H. ergaster. At least 
they contradict the claims of the same classical palaeo-anthropologists, that australopith-
ecines were already fully bipedal.

Genetic data as well have been interpreted as unambiguous markers for the pres-
ence of linguistic abilities. FOXP2 has been dubbed a grammar gene (Pinker, 2001), or a 
language gene. It is among 5% of the most conserved proteins among mammals, but two 
amino acid substitutions have fixed in the human lineage since our split from our com-
mon ancestor, the chimpanzee. The date of the emergence of these genetic changes was 
originally estimated to be at around 200,000 years, on the basis of only extant human 
diversity data (Enard et al., 2002), i.e., at around the earliest possible date for modern 
language to have originated. However, Krause et al. (2007) showed that the Neandertals 
carried a FOXP2 protein that was identical to that of present-day humans in the only two 
positions that differ between the human and the chimpanzee. The most plausible expla-
nation establishes that these changes were present in the common ancestor of modern 
humans and Neandertals, i.e., before 300,000-400,000 years ago. This older estimate 
seems to confirm that FOXP2 is not language specific. 

More importantly, animal studies indicate a much broader function and the more 
conserved roles of this gene in patterning and plasticity of neural circuits, including those 
involved in integrating incoming sensory information and outgoing motor behaviors. It 
has been linked to motor skills in mice and to vocal production learning in songbirds 
(Fisher & Ridley, 2013), and the rapid evolution of this gene has been observed in bats as 
well (Jones et al., 2013). Since language is about vocal dexterity (i.e., motoric activity), 
it can be expected that mutations in this gene will have consequences for language, but 
these consequences are pleiomorphic and will include deficits other than specifically 
linguistic ones. Fisher & Ridley (2013) conclude, as my co-author and I did before 
(Vaneechoutte & Skoyles, 1998), that it is unlikely that FOXP2 triggered the appearance 
of spoken language in a nonspeaking ancestor. Also, because singing and dancing may 
be influenced by this kind of gene, it can be concluded that this gene is linked with vocal 
dexterity in general, but not specifically with language.

How important is word order for syntax?

Many linguists have been, and still are, obsessed with the importance of word order 
for syntax and they consider word order to be the major grammatical characteristic and 
clue by which people structure their sentences. This conviction can best be explained 
by assuming that they have studied written language, which lacks many of the syntactic 
and semantic markers that are continuously used in spoken language. Even Deutscher 
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(2006), otherwise well-informed, states (p. 214): “Me-Tarzan protolanguage relied sole-
ly on a single strategy: the ordering of its words.”

First, as I have illustrated that there is nothing very universal about grammar, there 
seems to be nothing very universal about word order either. All six possibilities of word 
order for Subject (S), Object (O) and Verb (V) are used, with a predominance for SOV 
and SVO. In some languages, almost whichever word order is possible (Deutscher, 
2006). 

Word order	 Example 	 Language
SVO		  Cows eat grass	 English, Chinese, Swahili
SOV		  Cows grass eat	 Turkish, Hindu, Japanese
VSO		  Eat cows grass	 Welsh, classic Arabic, Samoan
VOS		  Eat grass cows	 Malagasy (Madagascar), Tzotzil (Mayan)
OSV		  Grass cows eat	 Kabardian (Northern Caucasus)
OVS		  Grass eat cows	 Hixkaryana (Brazil)
Whichever				    Finnish/Hungarian - Greek 

Some languages, like German, use SVO for main sentences, but SOV for some 
subordinate sentences. In fact, English speakers used to change word order as well, in 
subordinate sentences, but switched (after hybridizing with French) to one word order 
only (Deutscher, 2006):

Medieval English: The hye god, whan he hadde Adam maked (Canterbury Tales, 
1390).
Modern English:  The high god, when he had made Adam. 

Turkish and Finnish speak in reverse order. Or is it the Indo-European languages 
which speak in reverse?

Most interesting for the case I want to defend here is that sentences with exactly the 
same word order can have a very different meaning, depending on the intonation (the 
overall pitch of the sentence), the pitch contour (rising, lowering pitch) and the rhythm 
of the sentence, together known as prosody (the melody of speech).

For example, the following four words: ‘he’, ‘knows’, ‘she’ and ‘knows’, in exactly 
the same order, can express very different meanings in spoken language, depending on 
prosody. Just some (out of many) examples below:

Written language           		  Spoken language*
He knows and she knows.		  He knows. PAUSE. She knows.
They sure both know!		  He knows! She knows!
He knows that she knows.		  He knows she knows.
Does he know that she knows?	 He knows? she knows.
He knows, but does she know?	 He knows. She? knows?
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*Using written notation, it is impossible to fully represent the prosodic subtleties of 
spoken language. Which is, of course, an important reason why word order is more im-
portant in written language. And, on the other hand, the power of prosody results in the 
limited importance of word order in spoken language. A simple sentence, such as “You 
go to school” can be pronounced (intonated) in at least 20 different manners, with, as a 
result, 20 different meanings (examples not presented).

In tonal languages (like Mandarin), word intonation also changes the meaning of a 
single phonetic word. However, this happens quite often in an ‘atonal’ language, such 
as English, as well. Take the word ‘great’, which can have at least four different mean-
ings depending on (context, facial expression and) prosody. The first two utterances are 
exactly each others opposite:

Greát! (rising pitch) = Congratulations! How magnificent that you achieved that.
Greàt! (lowering pitch) = Damn! Now you’ve ruined it. 
Gréat = answer to the question “How are you?”
Great = answer to whether you want something small or great (large).
‘Hungry’ can mean the opposite of ‘Hungry’
Hungry? = Do you want some food?  I’ll give you some.
HUNGRY!! = I am very hungry! I’d very much appreciate you bringing me some 
food.

These examples illustrate how in language pitch is modulated in specific ways to 
convey different communicative meanings, such as: word stress, focus and sentence type 
(Xu et al., 2005).

As I advocate below, increasingly supported by experimental data, are environmen-
tal clues, such as prosody (intonation, pitch, pitch contour, loudness, loudness changes, 
rhythm), facial expression, eye gaze, gesture and body language, that can be used by 
children to learn the syntax of any language. 

The importance of music and gesture for the origin of language

Song predates language

Music, like language, is an acoustically based form of communication with a set of 
rules (syntax) for combining a limited number of sounds in an infinite number of ways 
(Lehrdahl & Jackendorf, 1993; Tramo, 2001; Patel, 2003; Berwick et al., 2011; Sammler 
et al., 2013). Language is generally considered a very recent phenomenon (no older than 
200,000 years), whereas vocal musicality has originated independently in several unre-
lated warm blooded taxa (in 3 orders of birds, in cetaceans, pinnipeds, manatees, bats 
and humans). Imaging studies of trained singers indicate that singing involves the spe-
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cialized contribution of auditory cortical regions, along with somatosensory and motor-
related structures, suggesting that singing makes particular demands on auditory-vocal 
integration mechanisms related to the high level of pitch accuracy required for singing in 
tune (Zatorre & Baum, 2012). In music, encoding takes place as part of the entire pitch 
pattern. It can be hypothesized that our pitch differentiation abilities, that have been 
developed through our musicality (whereby a semitone may be of importance), have 
been partially re-used for conveying meaning in language, where pitch differences are 
one octave, and as such are more salient than in music. Our musical pitch differentiation 
abilities could easily be - partially - used in language to convey, and/or add, meaning of 
phonemes, to recognize phrases, to develop and use syntax, and to recognize sentence 
structure. Below are some examples, out of a vast array of experimental data, which 
confirm this assumption. 

The existence of a rich diversity of phonemes and intonations, i.e., a large palette 
of sounds and tones, is strongly indicative of an origin of vocal dexterity other than lan-
guage because every language uses only a very limited subset of the vocal variation that 
can be produced by our species. Fitch (2000a) agrees that our production and perception 
capacities go beyond what would be necessary for a very high level of vocal commu-
nication, although, at the same time, he was reluctant to recognise the role of music in 
language origins (Fitch, 2000b). This well-developed vocal dexterity can most easily be 
interpreted as though it served a more general (and vocally more demanding) ability. Our 
extremely well-developed singing ability is the most likely candidate. 

Given the many analogies between bird song and human song (e.g., Darwin, 1871; 
Doupe & Kuhl, 1999; Berwick et al., 2011; Lipkind et al., 2013), it is most parsimoni-
ous to conclude that this specific trait evolved for improved singing abilities in both 
humans and song birds, instead of assuming that it specifically developed in humans for 
language, out of the blue.

Song and dance play pivotal roles in human societies

For several authors, the role of music in human life and evolution is not clear. Pinker 
(1994) considers music as ‘auditory cheesecake’ and Fitch (2006) questioned the utility of 
human music: “For human music, an activity whose current utility is quite obscure, …” 
They overlook that we live in societies that are only remotely reminiscent of our small 
hunter-gatherer bands, only 10,000 years ago. They also overlook the importance of mu-
sic in our daily lives. The music business is an important industry, festivals with tens of 
thousands of people are among the most important mass events, there are thousands of 
radio stations broadcasting 24 hours per day, the deepest emotions are brought to the fore 
by music, singing contests are still very popular, new pair formation is still frequently 
initiated by song and dance, male musicians are highly attractive to females (see below). 
To name but a few examples.
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In original societies, singing, dancing and trancing played (and still play in extant 
tribes) pivotal roles in pair bonding, community bonding, territorial defence, transition 
rites, as my co-author and I have asserted previously (Vaneechoutte & Skoyles, 1998; 
see also Merker, 1999).

It is also easy to see how musicality, unlike language, could have been selected by 
sexual selection. Indeed, the strongest pair bonding species are those where both genders 
sing. All primates that sing are monogamous and tropical song birds, where both genders 
engage in duets, are the most monogamous among song birds (Vaneechoutte & Skoyles, 
1998). 

The problem of using sexual selection to explain the origin of language is not posed 
by sexual selection for males gifted with musical abilities. Sexual selection for song, 
through a female preference for excellent male singers, whereby better singing capaci-
ties improve a male’s chances of reproduction, has occurred many different times in 
unrelated taxa. Sexual attraction to male singers only requires some general emotional 
influence on female minds, without the need for the simultaneous uncovering of mean-
ing, conveyed by randomly convened sounds. Importantly, song can develop in both 
genders, as can be seen in some primates (most prominently in siamangs), tropical song 
birds (and probably some bats and cetaceans), and is used as a bonding mechanism. 
Merker (1999) has hypothesized that song originated from synchronous chorusing by 
males to attract females and, as such, played a role in our divergence from the chimp. 
Female choice acted both between and within groups of cooperatively chorusing males.

Musicality improves the general mental and motor capacities of individuals

Song and dance are not only important as social tools; they not only improve our 
ability to distinguish pitch in music and language, but music training, for example, also 
improves our mathematical performance and increases fine tuning of motoric activity 
(Hannon & Trainor, 2007). This is again indicative of the more ancient and profound 
influence of music on our minds.

Cross (1999) hypothesized that early musical abilities could act to reinforce the fun-
damental integrative processes of learning and cognition and that proto-music promoted 
our cross-domain, associative capacity, regarded as the most innovative characteristic of 
the human brain (see also Bidelman et al., 2009). 
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Song and language use common resources

Similarities between music and language
Music and language syntax show intriguing similarities. Musical structure is com-

plex, consisting of a small set of elements that combine to form hierarchical levels of 
pitch and temporal structure, according to grammatical rules (Hannon & Trainor, 2007). 

Individuals with significant impairment in music (amusics) are impaired in linguis-
tic abilities too. Although this has been questioned (Peretz & Coltheart, 2003), other 
studies indicate that amusical individuals do have difficulties discriminating pitch glides 
that mimic the prosody of speech (Patel et al., 2005) and that, vice versa, individuals 
with language-specific disorders have impaired perception and production of musical 
rhythms (Alcock et al., 2000). 

Shared syntactic resources for music and language in the brain
Darwin (1871) already pointed out compelling parallels between human language 

and birdsong (see also Doupe & Kuhl, 1999; Patel, 2003; Koelsch et al., 2005; Ber-
wick et al., 2011). Studies of syntax in language and music based on neuroimaging indi-
cate overlap, whereas some neuropsychological approaches indicate dissociation. Patel 
(2003) and Patel et al. (2005) suggested that both domains share syntactic processes, 
located in overlapping frontal brain areas, but with applications to different, domain 
specific, syntactic representations in posterior brain regions.

Although this view has been questioned (Fedorenko et al., 2011; Rogalsky et al., 
2011), it has been largely confirmed by neuro-imaging research by Koelsch et al. (2005) 
and Steinbeis & Koelsch (2007), and more recently by Sammler et al. (2013). The left 
planum temporale, the pride of musicians with perfect pitch, is also involved in language 
processing (Tramo, 2001). 

Musical structure creates expectations which, when not fulfilled, are experienced 
as violations. This implies that musical structure creates predictability, a feature also of 
importance in language for the listener to be able to keep pace with the production of 
sounds and meaning by the speaker. Indeed, violations of linguistic and musical syntax 
activate similar networks in the temporal lobes of the brain (Maess et al., 2001; Koelsch 
& Siebel, 2005; Koelsch et al., 2005; Sammler et al. 2013). 

The fact that music is processed in Broca’s area (Maess et al., 2001) also sheds 
more light on claims that an increase of the Broca’s area in fossils is a direct indication 
of improved linguistic abilities.

Finally, it has been demonstrated for the first time that humans, when listening to 
music, apply cognitive processes that are capable of dealing with long-distance depend-
encies, resulting from hierarchically organized syntactic structures, and that a brain 
mechanism fundamental for syntactic processing is engaged during the perception of 
music. Thus, processing of hierarchical structure with nested nonlocal dependencies is 
not just a key component of human language, but a multidomain capacity of human cog-
nition (Koelsch et al., 2013), probably evolved for the purpose of song.
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Pitch processing in music and language
Training in one domain results in the refinement of brainstem enhancement in the 

other domain, to the extent that musicians show better encoding of linguistic tone while 
tone-language speakers show enhancement of musical tones (Bidelman et al., 2009; 
Wong et al., 2007). Also Schön et al. (2004) showed that music training facilitates pitch 
processing in both music and language.

Liu et al. (2010) also showed that pitch processing is not domain specific, but is 
shared by language and music. Patients with congenital amusia, a neuro-developmental 
disorder of musical perception, also had impaired speech intonation processing, and 
showed impaired discrimination, identification and imitation of statements/questions 
that are characterized by pitch direction differences in the final word. This intonation-
processing deficit in amusia was largely associated with a pitch direction discrimination 
deficit. Intonation perception deficits in amusics are readily observed when testing for 
musical abilities, because pitch differences are subtle. When testing for language, these 
deficits may be overlooked because i) pitch differences are usually larger in the test 
sentences used, and/or ii) the amusics may rely on additional clues (including lexical, 
learned syntactical) to deduce the meaning of the sentence/word. This may explain the 
discrepant conclusions, reached by neuroimaging and neuropsychology, as outlined by 
Patel et al. (2005).

In addition, there are numerous reports on the application of Music Intonation Ther-
apy (Albert et al., 1973) to treat language disorders, as is exemplified by the quotes 
below:

“In order to develop a useful communication system, a 3-year-old, non-verbal au-
tistic boy was treated for 1 year with a Simultaneous Communication Method involving 
signed and verbal language. As this procedure proved not useful in this case, an adapta-
tion of Melodic Intonation Therapy (signing plus an intoned rather than spoken verbal 
stimulus) was tried. With this experimental language treatment, the patient produced 
trained, imitative, and finally, spontaneous intoned verbalizations which generalized to a 
variety of situations.” (Miller & Toca, 1979). 

“We examined mechanisms of recovery from aphasia in seven nonfluent aphasic 
patients, who were successfully treated with Melodic Intonation Therapy (MIT) after a 
lengthy absence of spontaneous recovery.” (Belin et al., 1996).

“In patients with brain lesion, a preverbal, emotionally focussed tonal language 
almost invariably is capable of reaching the still healthy sections of the person. Hence, it 
is possible for music therapy to both establish contact with the seemingly non-responsive 
patient and re-stimulate the person’s fundamental communication competencies and ex-
perience at the emotional, social and cognitive levels.” (Jochims, 1994).

Together, these findings clearly indicate that pitch processing in language and mu-
sic involves shared mechanisms, leading to the suggestion that our linguistic syntactic 
ability relies on our hypothesized musical past, whereby our ability to recognize subtle 
differences in intonation and pitch in melodies is applied to recognize structure (syntax) 
in language.
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Children acquire whatever random grammar by relying on its prosodic 
properties

The importance of melody contour (in both music and language) 
for memorizing auditory stimuli
Numerous studies have shown that human fetuses are able to memorize auditory 

stimuli from the external world by the last trimester of pregnancy, with a particular 
sensitivity of newborns to melody contour in both music and language (DeCasper et 
al., 1986; Sansavini et al., 1997; Granier-Deferre et al., 1998; Kisilevsky et al., 2004). 
Their perceptual preference for the surrounding language (Mehler et al., 1988; Moon et 
al., 1993; Mehler & Dupoux, 1994) and their ability to distinguish between prosodically 
different languages (Mehler & Christophe, 1995; Nazzi et al., 1998; Ramus et al., 2000; 
Friederici et al., 2007) and pitch changes (Carral et al., 2005) are based on prosodic in-
formation, primarily melody (Mampe et al., 2009). Newborns use adult-like processing 
of pitch intervals to appreciate musical melodies and emotional and linguistic prosody 
(Stefanics et al., 2009). 

Infants prefer consonance over dissonance
Although many species differentiate between consonance and dissonance, the aes-

thetical preference for consonance over dissonance among primates seems to be uniquely 
human (Trainor et al., 2002; Masataka, 2006). Nonhuman primates seem to dislike music 
in general, opting for silence over music (McDermott & Hauser, 2006). By 4 months 
of age, babies prefer consonant musical intervals (major and minor thirds) to dissonant 
intervals (minor seconds): Zentner & Kagan (1998). This ability may be re-used to learn 
the prosodic features of any language and to develop expectations and consequently 
experience violations, when non-grammatical prosodic features are presented. Children, 
like most animals,  use context dependent clues, such as eye movement, facial expres-
sion, body language and (manual) gestures, but, on top of these, can add the strongly 
refined interpretation of pitch, pitch contour, intonation and rhythm, i.e., rely on the 
melody of speech, probably as the major clue. 

This is best exemplified and corroborated by the use of motherese when address-
ing infants. The power of prosody in motherese to convey meaning to infant listeners 
has been long recognized (e.g., Fernald, 1989). Kuhl (2004) reported on recordings of 
women speaking English, Russian or Swedish while they spoke to their young infants. 
Acoustic analyses showed that the vowel sounds (the /i/ in ‘see’, the /a/ in ‘saw’ and the 
/u/ in ‘Sue’) in infant-directed speech were more clearly articulated. Women from all 
three countries exaggerated the acoustic components of vowels (‘stretching’ the formant 
frequencies). This acoustic stretching makes the vowels contained in motherese more 
distinct. Infants might benefit from the exaggeration of the sounds in motherese, because 
the clarity with which individual mothers spoke, was related to her infant’s skill in dis-
tinguishing the phonetic units of speech. Mothers who stretched the vowels to a greater 
degree had infants who were better able to hear the subtle distinctions in speech.
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Children rely predominantly on the prosodic clues of a language to extract the 
syntactic rules of any language

The importance of prosody for grasping the syntax of the language to which a child 
happens to be exposed, has been formulated as the ‘prosodic bootstrapping hypothesis’. 
Soderstrom et al. (2003) explored infants’ use of prosodic clues coincident with phrases 
in processing fluent speech. After familiarization with two versions of the same word 
sequence, both 6- and 9-month-olds showed a preference for a passage containing the 
sequence as a noun phrase, over a passage with the same sequence as a syntactic non-
unit. However, this result was found only in the group exposed to a stronger prosodic dif-
ference between the syntactic and non-syntactic sequences. Six-month-olds were tested 
in the same way on passages containing verb phrases. In this case, both groups preferred 
the passage with the verb phrase, to the passage with the same word sequence as a syn-
tactic non-unit. These results provide evidence that infants as young as 6 months old are 
sensitive to prosodic markers of syntactic units smaller than the clause, and, in addition, 
that they use this sensitivity to recognize phrasal units, both noun and verb phrases, in 
fluent speech. 

Vocal learning by infants is influenced by the surrounding speech prosody
Mampe et al. (2009) analyzed the crying patterns of 30 French and 30 German 

newborns with regard to their melody and intensity contours. The French group prefer-
entially produced cries with a rising melody contour, whereas the German group prefer-
entially produced falling contours. The data show an influence of the surrounding speech 
prosody on newborns’ cry melody, possibly via vocal learning based on biological pre-
dispositions (Mampe et al., 2009).

In fact, we are such perfect imitators that each village has a different dialect, which 
is difficult to imitate by grown ups, even by neighbours from nearby villages with related 
dialects (see also the ‘Password hypothesis’ as a possible explanation for vocal mimick-
ing in song: Feekes, 1977; Fitch, 2006), but of which every detail is perfectly mimicked 
by infants, quite often posing problems later on when trying to speak the standard com-
mon language.

In summary, there is a vast and evergrowing amount of evidence that children rely 
heavily on prosodic clues, basically pitch and intonation, to learn the syntax of language 
and to guide vocal imitation.

How do language and music relate to a swimming/diving past?

Seafood and large brains
A semi-aquatic past seems to be the best explanation for why we have such large 

brains. Cunnane (2005), Cunnane et al. (2007) and Crawford et al. (2013) showed that 
some of the major brain nutrients, such as docosahexaenoic acid (DHA), iodine and 
selenium, are only abundantly present in seafood, although Langdon (2006) has ques-
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tioned the importance of an aquatic diet for hominin brain evolution. Regardless, the 
influence of an aquatic lifestyle - whether or not in combination with a carnivorous (fish, 
shellfish) diet - on brain size increase becomes clear from the following summary, taken 
largely from Eisert et al. (2013): “Marine mammals are of particular interest in compara-
tive studies of mammalian encephalization because they encompass the upper mamma-
lian size range and because most species (especially odontocetes) have relatively large 
brains. Pinnipeds generally have relatively larger brains than fissipeds, or terrestrial car-
nivores (Kruska, 2005). Even among fissiped carnivores, an aquatic lifestyle correlates 
with increased brain size compared with fully terrestrial species (Kruska, 2005). When 
taking brain mass at birth, expressed as a proportion of adult brain mass, as a measure 
of the degree of neonatal maturity, or relative precociality, the neonates of seals and ce-
taceans are morphologically precocial, especially in the case of the Phocidae, and would 
be predicted to have brains that have achieved a large proportion of adult brain mass at 
birth. While body mass typically increases by a factor of 5 to 25 from birth to adulthood 
in pinnipeds and cetaceans, brain mass increases only by a factor of 1.5 to 5 from neonate 
to adult (Kruska, 2005). Thus, the brain represents a much greater proportion of body 
mass in neonates and juvenile animals than in fully grown animals. This is best exem-
plified by the Weddell seal, whereby the brains of Weddell seals appear to be unusually 
well-developed at birth, both in terms of mass as a proportion of adult brain mass and in 
terms of neurologic function. Weddell seal pups not only have very large brains (almost 
adult size) but are also very precocial” (this information has not been quoted literally).

Needless to say, the large brain size and precocity of these marine mammals is remi-
niscent of newborn humans and unlike other primates or terrestrial animals, representing 
just one more argument, out of a long list (see this issue; Vaneechoutte et al., 2011a), 
supporting the notion that our ancestors must have been semi-aquatic.

If large brain size is considered elementary to developing articulate language, a 
semi-aquatic past is the most straightforward explanation for its threefold increase in 
humans compared to our closest primate relatives.

Why are humans musical apes?

We then should ask, why, among all apes, primates, and terrestrial mammals, are we 
the most musical ones, and the only terrestrial mammals (except elephants) to develop 
the ability for vocal production learning? The combination of vocal dexterity and vocal 
learning is present in three orders of birds, in flying mammals (bats), in aquatic mam-
mals (some of the sirenians, pinnipeds and cetaceans), in elephants, and in man, but not 
in primates, our closest relatives. I argue below that humans and elephants, the odd ‘ter-
restrial’ ones among this already disjoint group of animals, are vocal learners because of 
a semi-aquatic past, which occurred only recently in our genus/species.
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Diving, the oral cavity and vocal dexterity

Although the importance of the laryngeal descent in human language has been ques-
tioned (Duchin, 1990), its descent freed space for the tongue and consequently contrib-
uted (indirectly) to vocal dexterity (Fitch, 2006). The tongue could be moved vertically 
and horizontally, could close the oral cavity, and could touch every part of it, thus being 
the major formant in vocal production. Jeffrey Laitman thinks the larynx descended to 
enable quick intakes of breath (Jeffrey Laitman, pers. comm., 2013). In his view, this 
was for sudden runs and not for diving, because he considers the naso-oral cavity as 
“too leaky” to be suited for diving (Jeffrey Laitman, pers. comm., 2013). However, most 
animals can produce sudden runs without  descended larynx, and, as for the opposite, our 
naso-oral cavity can be perfectly closed by several different mechanisms. Our nostrils 
are muscled and some people can close their nostrils to block out water when jumping or 
diving feet first into water. For some, this is a response learned spontaneously in child-
hood and used whenever entering  water (Johnny Weyand, pers. comm., 2013). In addi-
tion, many people can raise their closed lips to touch the nose, and in fact, the philtrum 
(again probably unique to humans) matches perfectly the nasal septum, improving clo-
sure of the nose with the upper lip (Morgan, 1997). The mouth itself can be perfectly 
closed by muscled lips, the teeth form a parabolic closed row, and the globular tongue 
can move vertically and horizontally and secure the oral cavity, all unlike the abilities 
of chimps. In other words, the naso-oral cavity is perfectly designed to be fully lockable 
and together with the assumption that the larynx descended to enable quick and large 
intakes of air, this fits with swimming and diving adaptations of our ancestors (and, still 
partially, with ourselves), see also Vaneechoutte et al. (2011b). Vocal dexterity can be 
perfectly explained as resulting from adaptations to a semi-aquatic, shallow water diving 
past, also because voluntary breath control is another prerequisite for human song and 
speech (Vaneechoutte & Skoyles, 1998; Skoyles, 2000), a characteristic largely absent in 
terrestrial mammals. Humans combine both autonomous breathing and voluntary breath-
ing, whereas full aquatics only have the capacity for voluntary breathing. See also Wurz 
(2009) for an explanation of vocal dexterity in the context of the running hypothesis.

Full-fledged 3-D experience of bodily movement may explain the ability for 
mimicking and predicting gestures, sounds and intonations: vocal production 
learning

Also with regard to vocal production learning (see Janik & Slater, 1997, for appro-
priate terminology), we may wonder why only our species among primates can mimic 
song (and spoken sentences). 

In humans, the primary motor cortex, and a connection from it to the nucleus am-
biguus, are necessary for the production of learned vocalizations, such as speech or the 
humming of tunes, but not for the production of vocalizations like crying or laughing 
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(Groswasser et al., 1988). Nonhuman primates lack the direct connection between the 
primary motor cortex and the nucleus ambiguus. To date, there is no evidence of phona-
tory production learning in nonhuman primates.

Fitch (2000a) correctly noticed that we find ourselves among ‘disjoint’ groups, 
such as aquatic mammals and song birds, which are excellent vocal learners as well. 
Vocal learning in human infants and two species of song birds has been shown to be 
rather comparable. Lipkind et al. (2013) found a comparable stepwise acquisition of 
vocal combinatory capacity in songbirds and human infants. Besides, this cumbersome 
achievement of production may explain the well-known gap between the early well-
developed abilities for perception of new pairwise vocal transitions, and the long time 
span before we can produce these vocal combinations.

Fitch (2000a) forgot to mention another disjoint group, besides singing birds, sing-
ing aquatic mammals and singing humans, that has the capacity for vocal learning, 
namely bats. These mammals make human speech look simple: In a behavior called 
echolocation, a bat must coordinate its nose, mouth, ears, and larynx to emit and receive 
calls, all the while executing flight maneuvers guided in part by these signals (Jones 
& Ransome, 1993; Boughman, 1998; Jones et al., 2013). Moreover, elephants, though 
probably to a lesser extent, can also mimick sounds (Hart et al., 2008; Byrne et al., 2009). 
This adds to the disjointedness of these groups, but upon closer inspection may also hold 
the answer to this enigma. 

What do all these groups have in common? What follows is purely speculative but, 
once more, with regard to vocal learning, an aquatic past is the most plausible explana-
tion for the uniqueness of humans among primates and among most terrestrial mammals. 

Besides being warm blooded and, of course, gifted with vocal dexterity in the first 
place (also – for our species and aquatic mammals – possibly attributable to aquatic ad-
aptations), it can be noted that aquatic mammals and flying mammals and birds share a 
full-fledged 3-D life, whereby instantaneous mimicking of body movements in 3 dimen-
sions (of species’ mates or of prey to pursue or of predators to escape from) is an intrinsic 
part of their lives. The speed, the almost instantaneousness, with which these creatures 
can mimick the movements of others is amazing. And although other (cold blooded) 
aquatic vertebrates (e.g., fish) and invertebrates (e.g., squid) are equally amazing with 
regard to their immediate mimicking of the movements of other individuals (and – even 
more amazing – the mimicking of complex skin colour patterns, by squids), they never 
developed communication by sound, probably because they remained aquatic.

Briefly then, mimicking movement in 3 directions and doing so almost instantane-
ously, is something that all these species can do, birds and bats in the air, cetaceans and 
pinnipeds in the water. Not only do they need very flexible and fast responding muscula-
tures and nervous systems, but they must also be able to predict the movements of others, 
to enable simultaneous response. Again, the ability to predict is essential for music and 
language (see, for example, expectation violation studies: Sammler et al., 2013). 
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I speculate, not based on literature, that our vocal learning is best explained by 
an aquatic past, which provided us with improved capabilities for mimicking bodily 
movements (later used in dance, and in linguistic gesturing), which in turn enabled the 
mimicking of sounds and intonations. If this speculation could be corroborated by ex-
perimental data, the presence of vocal production learning in humans may become one 
of the strongest arguments for an aquatic past in our species. Because of its absence in 
terrestrial animals, it seems unlikely that vocal learning can be explained as resulting 
from adaptations to upright walking and running (see Wurz, 2009). In fact, the presence 
of vocal learning in elephants may unexpectedly  support the aquatic theory. It may seem 
odd, but Gaeth et al. (1999) convincingly argued in favour of the aquatic ancestry of 
elephants, and, of course, the fully aquatic Sirenians (dugongs and manatees) are their 
closest relatives.

Also, the characteristic human vestibulum/labyrinth may support an aquatic expla-
nation. For fluent movement in 3 dimensions (as in water), a well-developed vestibu-
lar apparatus is of utmost importance. I have argued above how our vestibular system 
(semicircular canals) may have changed its orientation as an adaptation to a semi-aquatic 
lifestyle, rather than for upright running (Wurz, 2009). A relationship between vestibular 
function and language development has been suggested (Magrun et al., 1981). Bailey 
(1978) described in detail the anatomical and neurological relationships between the 
vestibular system and speech centers. Interestingly, hearing a rhythm evokes physical 
movement and the resulting vestibular stimulation also influences the auditory interpre-
tation of the rhythm (Trainor et al., 2009). Concurrently, song and dance are intrinsically 
linked. Song/music evokes moving and dancing, which is reflected by the fact that in 
some languages the notions ‘song’ and ‘dance’ are synonymous.

This close link between movement and speech, via mimicking and song, may also 
explain the importance of gestures in language, whereby gesture (bodily movement) is 
an intrinsic part of linguistic expression, although it can only explain some aspects of 
articulate language. 

A plausible scenario

Deutscher (2005) stated: “Failing the discovery of a camcorder left behind by care-
less aliens on a previous visit, it is thus difficult to see how the first emergence of speech 
in hominids can even be much more than the stuff of fantasy.” He thereby re-enforces 
the view that was already held by the Académie Française more than a century ago and 
which led to a ban on publishing all research on the origin of language, because it was 
impossible to substantiate anyway. This attitude is illustrative of the size of the difficul-
ties encountered when trying to explain the origin of language. However, by bringing to-
gether insights on human evolution and studies on the link between language and music, 
we can now be more optimistic.
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Deutscher’s more pessimistic point of view may stem from his conviction (which he 
shares with most linguists) that when first developing language all our ancestors had was 
‘word order’. However, an ever-growing amount of experimental data on similarities be-
tween human language and bird song, on how children acquire language (think of moth-
erese), and how language and music processing is controlled by strongly overlapping 
domains in our brains, make it clear that our non-speaking ancestors in the first place 
had melody, rhythm and dance with which to convey symbolic meaning to the many 
sounds and tones they could produce. I have argued that the most straightforward and 
parsimonious evolutionarily approach to explaining our vocal dexterity, our extremely 
well-developed ability to handle melody and rhythm, and our ability to perfectly imi-
tate sound and intonation (vocal learning), is to assume that we started as musical apes 
(Vaneechoutte & Skoyles, 1998), an idea put forward by Darwin and re-discovered inde-
pendently several times since then. The parallels with song birds (and probably several 
cetaceans, pinnipeds and bats) have been pointed out.

Song and dance are equally intrinsically linked, supporting the idea that well-devel-
oped mimicking motoric abilities, for moving freely in 3 dimensions (in air or in water, 
but not in trees), developed for diving/swimming. This ability further evolved for danc-
ing/singing, and predisposed for spoken/gestural language.

I therefore suggest that the intrinsic links between song, rhythm, dance and move-
ment, which predisposed us to articulate language, are best understood as having evolved 
in an aquatic environment.
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