High-resolution, 3D radiative transfer modelling

II. The early-type spiral galaxy M81
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ABSTRACT

Context. Interstellar dust absorbs stellar light very efficiently, thus shaping the energy output of galaxies. Studying the impact of different stellar populations on the dust heating continues to be a challenge because it requires decoupling the relative geometry of stars and dust and also involves complex processes such as scattering and non-local dust heating.

Aims. We aim to constrain the relative distribution of dust and stellar populations in the spiral galaxy M81 and create a realistic model of the radiation field that adequately describes the observations. By investigating the dust-starlight interaction on local scales, we want to quantify the contribution of young and old stellar populations to the dust heating. We aim to standardise the setup and model selection of such inverse radiative transfer simulations so these can be used for comparable modelling of other nearby galaxies.

Methods. We present a semi-automated radiative transfer modelling pipeline that implements necessary steps such as the geometric model construction and the normalisation of the components through an optimisation routine. We used the Monte Carlo radiative transfer code SKIRT to calculate a self-consistent, panchromatic model of the interstellar radiation field. By looking at different stellar populations independently, we were able to quantify to what extent different stellar age populations contribute to the heating of dust. Our method takes into account the effects of non-local heating.

Results. We obtained a realistic 3D radiative transfer model of the face-on galaxy M81. We find that only 50.2% of the dust heating can be attributed to young stellar populations (≤100 Myr). We confirm that there is a tight correlation between the specific star formation rate and the heating fraction by young stellar populations, both in sky projections and in 3D, which is also found for radiative transfer models of M31 and M51.

Conclusions. We conclude that old stellar populations can be a major contributor to the heating of dust. In M81, old stellar populations are the dominant heating agent in the central regions, contributing to half of the absorbed radiation. Regions of higher star formation do not correspond to the highest dust temperatures. On the contrary, it is the dominant bulge which is most efficient in heating the dust. The approach we present here can immediately be applied to other galaxies. It does contain a number of caveats, which we discuss in detail.
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1. Introduction

Interstellar dust reprocesses optical and UV photons into infrared (IR) and submillimetre (submm) radiation. The line-of-sight extinction and reddening effects of dust in optical and UV wavebands in the Milky Way and other galaxies have provided us with crucial insights regarding the nature of absorption and scattering processes, as well as the dust grain composition (Draine & Li 2007; Calzetti et al. 2000). On the other hand, observations at mid-infrared (MIR), far-infrared (FIR) and submm wavelengths have provided constraints on dust density, temperature, emissivity, and the correlation between the presence of dust and star formation. Since the advent of missions such as Spitzer (Werner et al. 2004) and Herschel (Pilbratt et al. 2010), it has become possible to study interstellar dust in hundreds of nearby galaxies on resolved scales. This has allowed the
relative properties for different regions of such galaxies in different environments to be quantified. For a recent review on the interstellar dust properties in nearby galaxies, see Galliano et al. (2018).

Studies based on these data have shown that the diffuse, old stellar population in galaxies can play a significant role in the heating of interstellar dust (Hinz et al. 2004; Bendo et al. 2010, 2012, 2015), whereas star formation can be attributed to most of the dust emission at shorter wavelengths, at, for example, 24 µm (Calzetti et al. 2005, 2007; Prescott et al. 2007; Kennicutt et al. 2007, 2009; Zhu et al. 2008). Lu et al. (2014) find that, in the case of M 81, even at 8 µm and 24 µm, the old stars are responsible for 67% and 48% of the dust emission in the respective bands.

Nersesian et al. (2019) have investigated the dust-starlight interplay in 814 DustPedia galaxies across all Hubble stages using the spectral energy distribution (SED) fitting code CIGALE (Boquien et al. 2019). They found that the relative contribution of young stellar populations (<200 Myr) to the dust heating is monotonically increasing with Hubble Stage, providing — on average — only 10% of the absorbed energy in early-type galaxies up to 60% in the later type galaxies.

Using the global SED of a galaxy, however, only permits an average picture of the dust heating mechanisms within the galaxy. Therefore, the correlation between star formation and IR emission is stronger in certain regions of a galaxy, which is underestimated by the global fraction of heating by young stars as indicated by the global SED model. Moreover, global SED models assume dust absorbs light from either stellar population independent of their relative spatial distribution. Differences in heating fraction between galaxies, therefore, are the direct result of the relative amount of young and old stars required to explain the UV-NIR part of the galaxy spectrum and how these intrinsic stellar spectra vary as a function of position over the galaxies.

To take into account the geometry of stellar and dust components, SED fitting tools can also be used on resolved scales by fitting the spectrum on a pixel-by-pixel basis. This requires a panchromatic dataset defined on a uniform coordinate grid. These methods have proven useful for studying local variations in star formation, dust density, dust characteristics, etc. (Galliano et al. 2011; Gordon et al. 2014; Vlaene et al. 2014; Deleir et al. 2019). However, SED fitting still has its limitations in this context, as each pixel is treated independently. This approach neglects the fact that depending on the inclination, the line-of-sight probes different regions in the galaxy, which potentially bear different stellar and dust properties. More importantly, enforcing a local energy balance does not take into account the propagation of radiation over lengths greater than the physical scale of the pixels. This non-local character of dust heating might be important (Smith & Hayward 2015; Boquien et al. 2015). 3D radiative transfer analyses have demonstrated the non-locality of dust heating in the Sombrero galaxy (De Looze et al. 2012a) and the Andromeda galaxy (Vlaene et al. 2017). In both galaxies, the radiation from the old stellar populations in the bulge has proven to propagate far outwards and contribute to the heating out to large distances.

To include these non-local dust heating effects, we require a self-consistent 3D model of the galaxy that fully incorporates the effects of scattering, absorption, and dust emission. Upon bearing the cumulative effect of these physical processes, the photons must be propagated back into the line-of-sight to make a proper comparison to observed galaxies possible. Thus, a 3D panchromatic radiative transfer (RT) model is required to obtain a realistic description of the stellar and dust distribution (see Steinacker et al. 2013 for an overview of RT codes and description of the techniques).

The procedure described above, where the 3D stellar and dust compositions are simultaneously constrained by fitting the emergent radiation field to observed data of a galaxy, is referred to as inverse 3D radiative transfer or 3D radiative transfer modelling. Up to now, most attempts at RT model entire galaxies focused on edge-on spiral galaxies and typically adopt axial symmetry (e.g. Xilouris et al. 1999; Bianchi 2008; Baes et al. 2010; Popescu et al. 2011; Schechtman-Rook et al. 2012; De Looze et al. 2012b,a; Mosenkov et al. 2016, 2018). In their RT study of M 51, De Looze et al. (2014) introduced novel techniques for the modelling of well-resolved face-on galaxies, and effectively marked the onset of full 3D radiative transfer modelling. The main advantage of using face-on galaxies is that the filamentary and spiral features observed in the disc can be directly used for the geometric model construction, whereas for edge-on galaxies only 2D axially symmetric, smooth discs can be assumed. The use of these heterogeneously mixed geometries, along with the inclusion of multiple UV components, allow for a much more realistic analysis of the interaction between stellar radiation and the interstellar matter, which reduces the dust energy balance problem (Safly et al. 2015).

This work is a continuation and extension of the analysis carried out by De Looze et al. (2014) and it also aimed at setting up a strategy for a systematic radiative transfer modelling effort of a larger sample of nearby galaxies (e.g. Nersesian et al. 2020; Vlaene et al. 2020). Within the scope of DustPedia (Davies et al. 2017), with consistency and reproducibility in mind, we have bundled the modelling tools into a software package that is specifically aimed at convenient future use and designed in a way to make it capable of tackling a larger sample of face-on galaxies. In this work, we describe this modelling approach and apply it to the early-type spiral galaxy M 81 (c3031, Sab, Hubble stage = 2.4, D ~ 3.7 Mpc, i ~ 59 deg). M 81 is an interacting galaxy (e.g. Casasola et al. 2004), belonging to the M 81 group consisting of 34 members. The gas content of M 81 has been extensively studied (e.g. Combes et al. 1977; Sakamoto et al. 2001; Casasola et al. 2007; Heiner et al. 2008; Sánchez-Gallego et al. 2011) because of the strong density wave attributed to the tidal interaction with the companions of the M 81 group, especially M 82 and NGC 3077 (Kaufman et al. 1989).

This paper is structured as follows. In Sect. 2, we describe how the multi-wavelength image data for M 81 were gathered and prepared for our model construction and verification. In Sect. 3, we describe in detail our updated approach for the setup of a 3D radiative transfer model of face-on galaxies and show the specific properties of the model of M 81. The results of the M 81 modelling are described in Sect. 4, which includes the verification of the model based on its SED and an investigation in the dust heating mechanisms. In Sect. 5, we discuss the implications of our modelling results as well as the limitations and caveats in our modelling approach. Our conclusions are given in Sect. 6.

2. Data collection and preparation

For M 81, imaging data are available from all of the seven telescopes that gather data as part of DustPedia (GALEX, SDSS, 1 DustPedia (Davies et al. 2017; Clark et al. 2018) is multi-wavelength survey of galaxies in the Local Universe. The DustPedia sample consists of 875 nearby galaxies (recessional velocities of <3000 km s⁻¹) with Herschel detection and angular sizes of $D_{25} > 1'$.
2MASS, WISE, Spitzer, Herschel, and Planck). This gives us 35 images which are automatically retrieved from the DustPedia archive\(^2\) by the modelling pipeline. For an overview of the pixel scales, FWHMs, and calibration uncertainties for the DustPedia images, see Clark et al. (2018). In addition to the images that are part of the sample, a continuum-subtracted Hα image is retrieved from NED\(^3\), based on the study by Hoopes et al. (2001).

We removed stars from GALEX, SDSS, and Spitzer IRAC images with an automatic procedure developed as part of the modelling pipeline and also described briefly in Clark et al. (2018). The procedure, in broad terms, consists of the following steps. First, the 2MASS All-Sky Catalog of Point Sources (Cutri et al. 2003) is queried for the coordinate range of the particular image. The catalogue data is accessed through the Vizier interface of the ASTROQUERY package (Sipocz 2016), an ASTROPY affiliated package (Astropy Collaboration 2018). For each position in the catalogue, we looked for a local peak above a 3-sigma significance level. Non-detections mean that the particular catalogue position is ignored. The local background is then subtracted from the neighbouring pixels of each remaining point source position and they are fitted to a 2D Gaussian profile. If that fitting is successful, a segmentation step is performed to detect saturation bleed, diffusion patterns, and ghosts typically found around the brightest stars. The flagged pixels are then interpolated over by replacing them by a weighted average of the neighbouring pixels that are not flagged and then they are complemented with random noise mimicking the variation in these pixels. A manual inspection is performed afterwards and the procedure is repeated with mistakenly identified point sources ignored or additional regions flagged for interpolation.

All images are corrected for background emission and systematic offsets by estimating the large-scale variation of pixel values around the galaxy. We use the mesh-based background estimation tools from PHOTUTILS (Bradley et al. 2018). In this method, the image is divided up into a grid of rectangular regions where the local background is estimated, then this grid is upsampled to the original pixel resolution. We have chosen square boxes with a side of six times the FWHM of the image. All pixels identified as belonging to the galaxy (as an elliptical region) are masked, as well as all pixels flagged during the source extraction as being either a foreground star or a background galaxy. To estimate the sky and its standard deviation behind the galaxy, the maps resulting from the PHOTUTILS upsampling method are interpolated within the central galaxy ellipse.

Images affected by Milky Way attenuation must be corrected by a factor that depends on the filter response curve and a galactic extinction law (Cardelli et al. 1989). We calculate the attenuation in all wavebands <10 µm by convolving a \(R_V\) curve with \(R_V = 3.1\) with the corresponding filter transmission curves obtained from the SVO Filter Profile Service\(^4\), and using the IRSADUST tool of ASTROQUERY (querying the IRSA Dust Extinction Service\(^5\)) to obtain the V-band attenuation \(A_V\) for the galaxy position (Schlafly & Finkbeiner 2011). This step is also automated within the modelling pipeline.

For Spitzer and Herschel images, error maps are available from the DustPedia archive, derived from their respective data reduction pipelines. To assert uniformity across our multi-wavelength dataset, however, we opt to generate the error maps independently with our modelling pipeline. In general, the error map for a certain band is a combination of three contributions: the calibration uncertainty, pixel-to-pixel noise estimated from the deviation from the smooth background, and Poisson noise. The pixel-to-pixel noise is the deviation of the pixel values from the assumed smooth background, which is produced during the sky subtraction step. The Poisson noise is taken into account for photon-counting instruments where the number of detected photons in an individual pixel can be low. We create Poisson error maps for the GALEX and SDSS images. Creating these maps is not trivial, as the DustPedia GALEX and SDSS images are the result of a mosaicking of individual observations. In the case of GALEX, we have to take into account a variable exposure time for each observation. For SDSS, the observations (fields) have to be recalibrated from nanomaggy units into photon counts, taking into account the 2D polynomial sky that has been subtracted by the SDSS imaging pipeline and a different calibration factor per image column. The pixel noise and Poisson noise (where applicable) are added in quadrature with the calibration error map for each band. The relative calibration errors for each band are listed in Table 1 of Clark et al. (2018).

Global photometry is applied to each clipped image by summing all pixels within a fixed elliptical aperture with semi-major and semi-minor axes of 727沙发1 and 421沙发2, respectively. An overview of the different images with the apertures for the integrated flux determination and the annuli for the determination of the background is provided in Fig. 1. We selected this aperture to exclude extended emission that is present in some images and the satellite dwarf galaxy Homberg IX that is most prominent in the UV bands. Corresponding uncertainties are also calculated by adding the calibration uncertainty and the mean variation from the background in quadrature. The resulting flux densities, listed in the table in the Appendix, differ only slightly from the DustPedia photometry (on average, our fluxes are about 2% lower).

The detection of M 81 in the Planck images is extremely faint compared to the Galactic cirrus, or even indistinguishable from it, which is why our HFI 100 GHz, HFI 143 GHz, and LFI fluxes are taken as the upper limits. The Planck images and fluxes are not used to construct the RT model and thus only serve the purpose of making visual comparisons.

3. Modelling approach

3.1. General outline

In this section, we present a general overview of our modelling strategy. We present a detailed description in Sect. 3.2 and Sect. 3.3. We present our optimisation strategy in Sect. 3.4.

The general modelling approach that we apply is the following. We construct a 3D model for the galaxy, consisting of several stellar components and a dust component. More specifically, we consider four different stellar components: a central bulge of old stars, an old stellar disc, a young non-ionising stellar disc, and a disc with an even younger stellar population (the young ionising disc). This standard model with three distinct stellar age categories is illustrated in Fig. 2.

The geometrical distribution of each of the components is based on observed images of the galaxy at different wavelengths using a two-step procedure. The first step consists of combining different images to physical maps that characterise, for example, the distribution of dust or old stellar populations on the sky. The second step consists of de-projecting these 2D maps on the sky to a 3D distribution. Apart from the geometrical distribution, each stellar component is assigned an intrinsic SED, and a total luminosity that is either fixed or a free parameter in the model.
The best fitting model is determined through a wavelength grid from which we extract the SED and a set of broad-band images that is used for a specific map and in this way we allow for the highest possible resolution for each particular component. Another difference is the computation of a pixel-by-pixel goodness-of-fit metric across all bands instead of solely using fluxes from the integrated SED.

In general, our modelling procedure largely follows the same approach as De Looze et al. (2014) and Viaene et al. (2017), but with some improvements and important differences. One major distinction is that we construct all the components in the model at their “native” resolution, in the sense that we no longer re-bin and convolve all input images to the same resolution before we use them to construct our stellar and dust components. Instead, we ensure that we match the resolution of each particular set of images that is used for a specific map and in this way we allow for the highest possible resolution for each particular component. Another difference is the computation of a pixel-by-pixel goodness-of-fit metric across all bands instead of solely using fluxes from the integrated SED.

Overall, we have taken special care to automate the entire procedure as much as possible. The different steps in the procedure, discussed in the following subsections, are implemented in Python and are publicly available as part of the Python Toolkit for SKIRT (PTS)\(^7\). This automation and open-science approach has the obvious advantage that our results can immediately be reproduced or extended by other teams, along with the fact that the same approach can easily be applied to other galaxies.

In the sections below, we provide more details on the different modelling steps, complemented by aspects that are specific to the model of M 81.

### 3.2. The different components in the model

#### 3.2.1. The stellar bulge

The stars and dust in a spiral galaxy are distributed in a flat-tended disc, with the exception of a central bulge that consists primarily of old stellar populations (e.g. Alton et al. 1998; Bianchi 2007; Muñoz-Mateos et al. 2009; Hunt et al. 2015).

Similarly, the optical properties of the dust component are specified, and the total dust mass is a free parameter in the model.

For any choice of the three free parameters in the galaxy model, we can set up a 3D dust radiative transfer simulation that fully takes into account the emission by the different stellar populations, and the absorption, scattering and thermal emission by the dust. These simulations are performed with SKIRT, a general-purpose dust radiative transfer code based on the Monte Carlo technique (Baes et al. 2011; Camps & Baes 2015) that is publicly available\(^7\). The challenging 3D galaxy simulations we run here are possible thanks to the large suite of input models (Baes & Camps 2015), the advanced grid structures (Saftly et al. 2013, 2014), the optimisation techniques (Steinacker et al. 2013; Baes et al. 2016), and the hybrid parallelisation strategies (Viaene et al. 2017) implemented in SKIRT.

The result of each such simulation is a well-sampled 3D \((x, y, z)\) cube from which we extract the SED and a set of broad-band images of the galaxy. These images, from UV to submm wavelengths, can directly be compared to the observed images. The best fitting model is determined through a \(\chi^2\) optimisation procedure: using a two-step grid-based fitting approach, we determine the free parameters of the model that reproduces the observed SED best. As soon as the best fitting model is determined, a wealth of possible information can be extracted. For example, additional images of the galaxy at arbitrary viewing points and arbitrary wavelengths can be calculated, and the intrinsic properties of the interaction between starlight and dust can be studied in 3D.

In general, our modelling procedure largely follows the same approach as De Looze et al. (2014) and Viaene et al. (2017), but with some improvements and important differences. One major distinction is that we construct all the components in the model at their “native” resolution, in the sense that we no longer re-bin and convolve all input images to the same resolution before we use them to construct our stellar and dust components. Instead, we ensure that we match the resolution of each particular set of images that is used for a specific map and in this way we allow for the highest possible resolution for each particular component. Another difference is the computation of a pixel-by-pixel goodness-of-fit metric across all bands instead of solely using fluxes from the integrated SED.

In general, our modelling procedure largely follows the same approach as De Looze et al. (2014) and Viaene et al. (2017), but with some improvements and important differences. One major distinction is that we construct all the components in the model at their “native” resolution, in the sense that we no longer re-bin and convolve all input images to the same resolution before we use them to construct our stellar and dust components. Instead, we ensure that we match the resolution of each particular set of images that is used for a specific map and in this way we allow for the highest possible resolution for each particular component. Another difference is the computation of a pixel-by-pixel goodness-of-fit metric across all bands instead of solely using fluxes from the integrated SED.

Overall, we have taken special care to automate the entire procedure as much as possible. The different steps in the procedure, discussed in the following subsections, are implemented in Python and are publicly available as part of the Python Toolkit for SKIRT (PTS)\(^7\). This automation and open-science approach has the obvious advantage that our results can immediately be reproduced or extended by other teams, along with the fact that the same approach can easily be applied to other galaxies. In the subsections below, we provide more details on the different modelling steps, complemented by aspects that are specific to the model of M 81.

### 3.2. The different components in the model

#### 3.2.1. The stellar bulge

The stars and dust in a spiral galaxy are distributed in a flat-tended disc, with the exception of a central bulge that consists primarily of old stellar populations (e.g. Alton et al. 1998; Bianchi 2007; Muñoz-Mateos et al. 2009; Hunt et al. 2015).
The first step in the modelling procedure is therefore to set up a suitable model for the bulge. The old stellar population can be best seen in NIR wavebands, where the contribution from recently formed stars is usually limited, the contamination from dust emission is negligible, and internal extinction by the dust is also modest.

The Spitzer Survey of Stellar Structure in Galaxies (S4G: Sheth et al. 2010; Salo et al. 2015) has provided a database of decompositions in Spitzer IRAC 3.6 and 4.5 μm bands for 2352 nearby galaxies. The bulges of the galaxies are usually modelled as flattened Sérsic models, and the decomposition parameters can be retrieved from an ASCII table provided on the S4G pipeline webpage.

The 2D Sérsic surface brightness distribution is de-projected to a 3D intrinsic distribution under the assumption that the bulge has an oblate spheroidal distribution and the inclination of the bulge is the same as the inclination of the old stellar disc (we assume that all components have the same inclination). The SKIRT code is equipped with a dedicated routine (SersicGeometry) that constructs a 3D spheroidal bulge model based on the characteristics of the Sérsic surface brightness distribution and the inclination. The spatial density and cumulative mass distribution can be expressed analytically using special functions (Baes & Gentile 2011; Baes & van Hese 2011).

The setup of a stellar component is not complete until the intrinsic spectrum and the normalisation are defined. For the old stellar population in the bulge, we adopt a Bruzual & Charlot (2003) spectral energy distribution with a fixed metallicity and an age of 8 Gyr. These numbers are similar to the values used by Viaene et al. (2017) for the bulge of M 31, but they can obviously be changed if this information is available for the particular galaxy to be modelled. The old stellar age of 8 Gyr is a middle ground between 5–13 Gyr, the common range for old stellar populations. In fact, the actual SEDs don’t change too much within this age range. Kong et al. (2000) find a super-solar metallicity of 0.03 for M 81 that is rather uniform across the galaxy, which is therefore the value we adopt for the stellar components of our M 81 model.

The total bulge luminosity is fixed by the total IRAC 3.6 μm flux density from the bulge as obtained from the best fitting S4G model, and this luminosity is assumed to be unaffected by internal dust attenuation and thus can be directly used as the intrinsic normalisation of the bulge component.

For the specific case of M 81, the S4G team have found a best-fitting Sérsic model for the bulge with a Sérsic index $n = 3.56$, an effective radius of $1.38$ kpc, an axial ratio (flattening) of 0.654, and a position angle of 55 degrees (Salo et al. 2015). The IRAC 3.6 μm flux density of the bulge is 5.31 Jy, corresponding to a luminosity of

$$L_{\text{IRAC 3.6μm}} = 2.11 \times 10^{35} \text{ W μm}^{-1}. \quad (1)$$

We use SKIRT to render an image of the bulge using the SersicGeometry and arbitrary normalisation to obtain a 2D image of the bulge component on the plane of the sky. This image is shown in the first panel of Fig. 3.

### 3.2.2. The old stellar disc

A map of the old stellar population in the disc of the galaxy can be obtained by subtracting the bulge (as resulting from the decomposition) from the total observed image in the IRAC 3.6 μm band. With the technique introduced by De Looze et al. (2014) and implemented in SKIRT’s ReadFitsGeometry, we can directly load this 2D map into SKIRT which converts it into a 3D disc component. De-projections such as these are generally degenerate and require some assumptions to generate a unique solution. We resolve the degeneracy by imposing that the old stellar disc has a perfectly exponential distribution in the vertical direction, with a fixed scale height (actually, we make the same assumption for all the disc components, with a separate scale height for each component) (Wainscoat et al. 1989, 1990; van der Kruit & Freeman 2011). The method works by mapping each pixel in the image to a position in the mid-plane of the 3D model, implying a rotation over the position angle and essentially a stretch of the image along the direction of the minor axis with a factor of cos $i$.

The direct mapping from plane of the sky to plane of the galaxy makes the implicit assumption of an infinitely thin disc, but it is also a reasonable approximation for low inclination angles. Viaene et al. (2017) have even achieved realistic de-projection results for M 31 with an inclination angle of 77.5°. We base our estimated inclination angle for M 81 on the apparent flattening of the disc found by the S4G decomposition, using the Hubble formula (Hubble 1926):

$$\sin^2 i = 1 - q_0^2 \quad (2)$$

An important parameter is the exponential scale height of the disc. Various studies of edge-on disc galaxies have found quite strong correlations between the scale height of the stellar component and other properties, including the stellar disc scale length, total luminosity, and rotational velocity (e.g. de Grijs 1998; Kregel et al. 2002; Bianchi 2007; Courteau et al. 2007). We use the results obtained by De Geyter et al. (2014) based on detailed radiative transfer modelling of 12 edge-on spiral galaxies. They found a mean intrinsic flattening, that is, a ratio of scale length to scale height, of $8.26$. This value is almost exactly the same as the value obtained by Kregel et al. (2002) based on independent surface brightness model fitting of 34 edge-on spiral galaxies. Our strategy is thus to take the scale length as obtained from the S4G bulge-disc decomposition, and use that to compute a value for the scale height of the old stellar disc.

Finally, we generally assume the same stellar population (an SSP of 8 Gyr and a fixed metallicity) as for the old population of the bulge and we fix the total luminosity based on the fitted disc luminosity from the S4G exponential disc fit. For the specific case of M 81, the old stellar disc map is shown in Fig. 3. From S4G, we find a scale height of 332 pc and a total IRAC 3.6 μm luminosity slightly higher than that of the bulge:

$$L_{\text{disc, 3.6μm}} = 2.20 \times 10^{35} \text{ W μm}^{-1}. \quad (3)$$

Using the intrinsic flattening $q_0 = 1/8.26$ and an apparent axis ratio of 0.543, formula (2) yields the inclination angle $i = 57.8°$.

#### 3.2.3. The young non-ionising stellar disc

Apart from old stellar populations, galaxies also contain recently formed stars. These stellar populations constitute a minor fraction of total stellar mass, but as they dominate the emission at blue and UV wavelengths, they play a crucial role in the heating of the interstellar dust and, thus, in our RT models. Similar to De Looze et al. (2014) and Viaene et al. (2017), we separated the young stellar population into two subpopulations. The main subpopulation, which we denote as the young stellar population, corresponds to stars that have formed about 100 Myr ago.

---
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and that have already left their birth clouds. The second subpopulation, which we denote as the young ionising population, corresponds to stars formed within the last 10 Myr, which are therefore assumed to be still embedded in their birth clouds, heating it by their hard ionising radiation. Splitting the young population into these two disc subcomponents allows for dust in clumpy regions, (perhaps) not picked up in attenuation from the diffuse stars, but still contributing emission due to the contained star-formation activity. In fact, this clumpy dust will be incorporated as a sub-grid feature, as discussed in Sect. 3.2.4. Hence, this method guards against energy balance problems without necessarily imposing a fixed fraction of young stars to be ionising or introducing artificial clumping in the dust geometry.

The population of young stars that are no longer obscured by their birth clouds of gas and dust can be expected to dominate the emission in the FUV band and, to a lesser extent, the NUV band, although there may be a significant contribution from the older stellar population, certainly in the inner regions. Additionally, FUV radiation is very efficiently absorbed and scattered (attenuated) by dust and therefore the intrinsic luminosity of the young non-ionising stellar population is not directly related to the observed FUV flux density.

The first step in the construction of an intrinsic 3D model for the distribution of the young non-ionising stellar population consists of making a map of the intrinsic FUV emission. To create this map, we combine the observed FUV surface brightness map with an estimate of the FUV attenuation map. This attenuation map is set up using the prescriptions of Cortese et al. (2008), who have performed a regression of the FUV attenuation as a polynomial function of the logarithm of the total infrared (TIR) to FUV ratio, on spatially resolved scales. The coefficients of the polynomial are determined for different values of the specific star formation rate (sSFR). Following the prescriptions described in Galametz et al. (2013), we determine a TIR emission map based on the MIPS 24 μm, the PACS 70 μm, and the PACS 160 μm images. SPIRE band images are not included in the creation of the TIR map because it would drastically degrade the resolution of the resulting map. Different UV-to-optical/NIR colours provide good estimators of the sSFR on global or resolved scales. When available, we prefer the FUV – r colour, as the r band image usually combines a high resolution with a high signal-to-noise. Based on this colour map, we create a sSFR map (which is smoothed by convolving it with a kernel with twice the FUV FWHM to eliminate noise), and this map is used in combination with the TIR and FUV maps to determine the FUV attenuation and intrinsic (unattenuated) FUV emission maps.

Subsequently, we correct this intrinsic FUV map for the contribution from old stars by subtracting a scaled version of the 3.6 μm image from this map. We determine the best scaling factor based on the assumption that the contribution from star formation in the bulge-dominated region is minimal. Hence, we define an elliptical region that corresponds to the bulge-dominated region of the galaxy and determine, for each scaling factor, the relative number of pixels that have a negative value in that region of the subtracted map. We take 10% as the upper limit of negative pixels that the corrected map can have so that the subtraction still makes physically sense (assuming 10% negative values are largely due to noise). After the subtraction, a smoothing is applied to interpolate over the negative values. We refer, for instance, to Leroy et al. (2008), Rahman et al. (2011), Cortese (2012), Ford et al. (2013), Casasola et al. (2017) for a similar analysis.

This intrinsic young non-ionising stellar population FUV map is de-projected to a 3D disc model using the ReadFitsGeometry routines in SKIRT, in the same way as discussed for the old stellar population map. Following De Looze et al. (2014) we use the same scale height for this population as for the dust, that is, half of the scale height of the old stellar population (see Sect. 3.2.5).

Finally, we assign an intrinsic spectral energy distribution and a normalisation to this component. Again, we use a Bruzual & Charlot (2003) SSP model, with the same metallicity as for the old stars, but now with an age of 100 Myr. The normalisation, that is, the total luminosity, is left as a free parameter in the model. The resulting young non-ionising stellar disc of M 81 is shown in Fig. 3.
Table 1. Summary of the maps used for the radiative transfer model and their properties, as well as the observed images that have used to produce each map.

<table>
<thead>
<tr>
<th>Component</th>
<th>Images used</th>
<th>Pixel scale [arcsec]</th>
<th>FWHM [arcsec]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Old stellar disc</td>
<td>IRAC 3.6 μm</td>
<td>0.75</td>
<td>1.9</td>
</tr>
<tr>
<td>Young non-ionising disc</td>
<td>GALEX FUV, IRAC 3.6 μm, SDSS r, MIPS 24 μm, PACS 70 μm, PACS 160 μm</td>
<td>4.0</td>
<td>11.2</td>
</tr>
<tr>
<td>Young ionising disc</td>
<td>MIPS 24 μm, IRAC 3.6 μm, Hα</td>
<td>2.03</td>
<td>6.43</td>
</tr>
<tr>
<td>Dust</td>
<td>SDSS r, GALEX FUV, MIPS 24 μm, PACS 70 μm, PACS 160 μm</td>
<td>4.0</td>
<td>11.2</td>
</tr>
</tbody>
</table>

Notes. The image with the lowest resolution, thus determining the resolution of the map, is indicated in bold.

3.2.4. The young ionising stellar disc

The presence of very young, partially obscured stars can be traced by Hα emission, which unfortunately is again affected by attenuation. Using a sample of 33 nearby galaxies, Calzetti et al. (2007) present a prescription to create an extinction-corrected Hα map, based on the observed Hα map and the MIPS 24 μm map.

\[ S_{\text{Hα, corr}} = S_{\text{Hα}} + 0.031 S_{\text{24}} \]  \tag{4}

We first correct the observed 24 μm image for a contribution from the old stellar population that may also emit at these wavelengths, using a similar approach as discussed for the contribution of old stars to the FUV emission. We use this corrected 24 μm image and the Hα image, convolved and re-binned to the same resolution, and use the equation above to obtain the map of the young ionising stellar component, shown in Fig. 3. This map is again de-projected in the same way, with a scale height that is half the value of the scale height of the young non-ionising stellar population, that is, a quarter that of the old stellar disc (Viaene et al. 2017).

For the young ionising stellar population, we adopt the SED templates for obscured star formation from Groves et al. (2008), based on 1D simulations of Starburst99 SSP models (Leitherer et al. 1999) and the photoionisation modelling code MAPPINGS III (Groves et al. 2004). The result of their modelling is a suite of templates defined on a five-dimensional grid of the metallicity of the gas (Z), the mean cluster mass (Mcl), the compactness of the clusters (C), the pressure of the surrounding ISM (P0), and a fraction controlling the optical depth of the gas and dust for the UV photons (fDust). The normalisation of the templates scales with the star formation rate (SFR). We used the following parameters as our default values: Z = 0.03, Mcl = 10^5 M☉, log C = 6, P0/k = 10^6 cm^2 K, and fDust = 0.2. Similar values have been used by De Looze et al. (2014) and Viaene et al. (2017) in their radiative transfer modelling of M51 and M31 and in other studies that used these MAPPINGS III SEDs as templates for star forming regions in galaxy-wide simulations (e.g. Camps et al. 2016; Trayford et al. 2017; Camps et al. 2018). All template SEDs are implemented in SKIRT for immediate use in combination with any kind of geometry. Finally, the normalisation of the young ionising stellar disc component, meaning the total luminosity, is a free parameter in the modelling.

3.2.5. The diffuse dust disc

The final component to be considered is the dust disc. A map of the dust surface mass density can be obtained directly from the FUV attenuation (De Looze et al. 2014). For M81, the dust map, shown in Fig. 3, shows some interesting features. Two clear spiral arms are visible, coinciding with those found for the young stellar populations, yet the center of the galaxy is mostly devoid of dust. Such a depression of the dust surface density is found in many DustPedia galaxies (Mosenkov et al. 2019). A secondary spiral pattern is visible in the inner region, as already noted by Connolly et al. (1972) and Devereux et al. (1997).

The dust map is de-projected by SKIRT to a 3D dust distribution, assuming a dust scale height that is half that for the old stellar population. This value is driven by the results of detailed radiative transfer modelling of edge-on spiral galaxies (Xilouris et al. 1999; Bianchi 2007; De Geyter et al. 2014; Mosenkov et al. 2018).

For the dust composition, we use the THEMIS\footnote{https://www.ias.u-psud.fr/themis/} dust mix appropriate for the diffuse ISM (Jones et al. 2017). The model is calibrated to reproduce the dust emission and extinction with a mixture of amorphous carbonaceous grains and silicate grains. The total dust mass, M_dust, which acts as the normalisation constant for the dust distribution, is a free parameter of the model.

Table 1 gives an overview of the different components in the RT model that are constructed based on a 2D map and de-projected. Their intrinsic resolutions, depending on the used observational images, are also listed in this table.

3.3. Set up of the SKIRT simulations

Based on the input maps and a minimum set of additional input parameters, our PTS pipeline creates the maps and 3D components necessary for the SKIRT radiative transfer modelling, and it also automatically generates the SKIRT parameter file (for details on and an example of a SKIRT parameter file, see Camps & Baes 2015). Before a simulation can be run, a number of additional settings need to be chosen.

The spatial resolution of a SKIRT radiative transfer model is defined by the discretisation of the dust component in the so-called dust grid. The density and other dust properties are therefore constant within each unit of the grid (dust cell), and during the SKIRT simulation, all photon packages are propagated across this grid. The stellar emission is sampled on the input resolution of the stellar component maps. To accommodate the complexity of the structure in the dust distribution and limit the required computing resources as much as possible, we use the built-in binary tree grid structure in SKIRT (Saftly et al. 2014), which constructs the grid in a hierarchical way by splitting cells alternately along the three axis planes. The minimum and maximum subdivision levels are chosen to be 6 and 36, respectively, and we set the stopping criterion for individual cells to the point where they contain less than 5 × 10^{-7} of the total dust mass (Saftly et al. 2013). This threshold is similar to values used in the previous SKIRT simulations of spiral galaxies.
For the specific case of M 81, the total extent of the dust grid is 26 kpc in the x and y direction, and 3.32 kpc in the vertical direction. The maximum level of 36 subdivisions corresponds to a maximum spatial resolution of 26 kpc/2^12 = 6.36 pc, or 0.36 arcsec at the distance of M 81. As a result of the mass fraction criterion, the subdivision was truncated after level 27, such that the effective resolution was 50.9 pc, or equivalently 2.84 arcsec. In total, SKIRT generated a dust grid with 2.9 million cells; the leaves of a hierarchical tree consisting of 5.8 million individual nodes.

Another important aspect of any SKIRT simulation is the choice of the wavelength grid. SKIRT uses a fixed wavelength grid, in the sense that only photon packages with specific wavelengths are used in the simulation. For the choice of the specific wavelength grid in our modelling, several criteria are taken into account. On the one hand, the number of wavelengths needs to be restricted since the run time of a single simulation scales in a roughly linear fashion with the number of wavelengths. On the other hand, the different input stellar SEDs and the expected dust emission SEDs need to be properly covered, while sharp emission and absorption features need to be resolved, and the different broadband filters need to be properly sampled to allow for a proper convolution with the filter curves. A more detailed description of the wavelength grid construction is given in Appendix B. Balancing accuracy and computational feasibility, we settle on 250 wavelength points distributed in a non-uniform way over the entire UV-mm wavelength range.

Finally, we simulate data cubes of the observed radiation. For the M 81 model, we choose the characteristics of the data cubes with a pixel scale of 4 arcsec or 71.6 pc, and a field of view of 17.9 × 31 kpc. This yields data cubes of 250 × 433 × 250 = 27.1 million individual pixels. The instrument is placed at the galaxy distance of 3.69 Mpc, with the inclination angle of 57.8° and position angle of 66.3° also assumed for the de-projection.

### 3.4. χ^2 optimisation

The best-fitting values for the remaining free parameters in the RT model are determined through a χ^2 optimisation procedure.

In the setup described above, we have three free parameters: the dust mass \( M_{\text{dust}} \), the FUV luminosity of the young non-ionising stellar disc \( L_{\text{yni,FUV}} \), and the FUV luminosity of the young ionising stellar disc \( L_{\text{yi,FUV}} \).

We note that the luminosity of the bulge and the old stellar disc are not free parameters in the model because their normalisation is based on the 3.6 \( \mu \text{m} \) emission, which is relatively free of dust attenuation or contamination by young stellar populations. It is obviously possible to adapt this scheme and consider these luminosities as additional free parameters, or to include other free parameters such as the galaxy inclination or the dust optical properties if that would be required or interesting for the specific galaxy or the scientific questions to be addressed.

Initial guesses for the free parameters are determined through SED fitting results from (Nersesian et al. 2019), performed with the CIGALE (Boquien et al. 2019). For most of the nearby galaxies within the DustPedia sample, CIGALE SED fitting has been performed, and the results are available on the DustPedia archive. For this purpose, the THEMIS dust model was introduced into CIGALE, a delayed and truncated SFH has been assumed (Ciesla et al. 2016), and for the SSPs the Bruzual & Charlot (2003) spectra are used. Various parameters are derived from the best fitting stellar and dust population mix, including the SFR, the stellar and dust mass, the FUV attenuation and the temperature of the dust. We convert this SFR into a spectral luminosity for the young ionising stellar component by generating the Groves et al. (2008) spectrum with the appropriate model parameters and scale it to the obtained star formation rate. Subsequently, we take the observed FUV luminosity, correct it with the FUV attenuation value found by CIGALE, and subtract the found FUV luminosity of the young ionising population to get the intrinsic luminosity of the young non-ionising stellar component. Finally, the dust mass from CIGALE is directly used as our initial guess for the dust mass in the SKIRT modelling. For the case of M 81, the total dust mass according to this CIGALE fit and, hence, the initial guess for our SKIRT modelling, is:

\[
M_{\text{dust}}^{\text{init}} = 9.61 \times 10^6 M_{\odot}.
\] (5)

The SFR obtained for M 81 is 0.351 \( M_{\odot} \) yr\(^{-1}\), and applying the recipes as described above yield the following initial guesses for the FUV luminosities of the young ionising and non-ionising stellar discs:

\[
L_{\text{yi,FUV}}^{\text{init}} = 1.59 \times 10^{16} \text{ W} \mu\text{m}^{-1},
\] (6)

\[
L_{\text{yni,FUV}}^{\text{init}} = 3.18 \times 10^{16} \text{ W} \mu\text{m}^{-1}.
\] (7)

We then need to optimise our model parameters going from the initial guess to a set that best represents the observations. As these fully-3D panchromatic Monte Carlo radiative transfer simulations are computationally demanding, it is important to limit the total number of simulations. Because we restrict the number of free parameters in our optimisation to only three, the problem at hand is still conveniently solvable with a brute-force parameter grid evaluation method. We follow a two-step approach where we first test the parameter space around our initial guess with faster simulations and then refine the parameters with detailed simulations.

We determined the best fitting radiative transfer model parameters evaluating the χ^2 metric. For the first, exploratory grid, we compared the global fluxes of the model to the observed integrated SED of M 81:

\[
\chi^2 = \sum_X w_X \left( \frac{F_X^{\text{mod}} - F_X^{\text{obs}}}{\sigma_X^{\text{obs}}} \right)^2,
\] (8)

where \( F_X^{\text{mod}} \) and \( F_X^{\text{obs}} \) are the global mock flux density, observed flux density, and \( \sigma_X^{\text{obs}} \) is the observed error corresponding to band \( X \), respectively. The differential weight factors \( w_X \) were chosen such that each wavelength regime has an equal importance (see also Viaene et al. 2017). We defined six different regimes (ionising, young, old, mix, aromatic, and thermal dust). Each of these regimes was chosen to reflect the presumed dominating contribution of a particular model component, and, thus, the regime where this component is most likely to be best constrained. We assigned an equal weight to each of the regimes since we wanted all model components to be equally well-constrained, and determined the weight factor for the filters in a regime based on their count\(^{10}\).

\(^{10}\) We selected the filters from the GALEX, SDSS, Spitzer, WISE and Herschel telescopes, but we also avoided filters that are too close in effective wavelength. In particular, we generally chose IRAC 3.6 \( \mu\text{m} \) over WISE 3.4 \( \mu\text{m} \), IRAC 4.5 \( \mu\text{m} \) over WISE 4.6 \( \mu\text{m} \), and MIPS 24 \( \mu\text{m} \) over WISE 22 \( \mu\text{m} \). This yields a set of 18 filters to be used for the fitting.
For the second, detailed grid, we compute the $\chi^2$ metric based on the pixel-by-pixel difference of observed versus mock images in each band:

$$\chi^2 = \sum_{X} \sum_{p} w_X \left( \frac{\mu'^{\text{sim}}(p) - \mu'^{\text{obs}}(p)}{\sigma'^{\text{obs}}(p)} \right)^2. \tag{9}$$

The first summation covers all filters $X$ for which data are available, the second sum loops over all pixels $p$ in the image corresponding to band $X$. The quantities $\mu'^{\text{sim}}(p)$, $\mu'^{\text{obs}}(p)$ and $\sigma'^{\text{obs}}(p)$ are the mock surface density, observed surface density, and observed error in pixel $p$ of band $X$, respectively. Finally, $w_X$ is again a differential weight factor given to the band $X$, as in Eq. (8). The choice for a local $\chi^2$ can be computationally demanding. Generating mock images with sufficiently high signal-to-noise in all pixels and in all bands requires for each model takes considerable computation time. The average CPU time in this phase of the M 81 modelling was 311 h for each simulation\(^\text{11}\). Depending on the level of detail and available resources, it is also possible to fall back to the global $\chi^2$ in this step. This was done for M 31, for example, which is more than seven times larger than M 81 (see Viaene et al. 2017). We note that this will become less of a problem as soon as the recently released new version of SKIRT (SKIRT 9: Camps & Baes 2020) has been fully validated. In this new version of the radiative transfer code, mock broadband images are directly generated as part of the simulation. Instead of producing large data cubes with many of small wavelength bins, the relevant photon packages of a particular band are captured directly and stored in a much smaller data cube of broadband images. This is a more time- and memory-efficient way of making mock images, which can subsequently be used to minimise the $\chi^2$ per pixel. The reduced $\chi^2$ values are converted into probabilities as $\exp(-\frac{1}{2} \chi^2)$ and the probabilities of all models with a certain parameter value are summed to yield the probability of that particular parameter value.

The exploratory grid as a test of our initial guess is set as a coarse, yet broad grid in the ($M_{\text{dust}}$, $L_{\text{FUV}}$, $L_{\text{Lyi}}$) parameter space. We consider five grid points for the dust mass and for the FUV luminosity of the young non-ionising disc, both on a logarithmic grid. Dust masses are generally reasonably well constrained by SED fitting, so we chose a range for the dust mass parameter of just one order of magnitude around the initial value. The young non-ionising stellar disc FUV luminosity is harder to constrain, so we chose two orders of magnitude for this parameter. Based on the analysis for M 31 (Viaene et al. 2017), we assume that the normalisation of the young ionising stellar disc is generally even harder to constrain, so we conservatively use a broader grid of seven points for this parameter, spanning three orders of magnitude around the initial guess. Still, the ranges are chosen with the idea that one can always expand them if borders are hit. In total, the first batch contains 175 radiative transfer simulations.

As indicated above, we speed up the evaluation in this step by reducing the output detail (the simulation’s internal 3D resolution remains the same). For the simulations in this exploratory grid, we generate a lower-resolution wavelength grid of just 115 wavelengths, abandoning the requirement of spectral convolution and thus only including the effective wavelength of each filter for a direct comparison to observation. We also do not create the full data cube for each simulation but let SKIRT create a global simulated SED. In this step, we use $10^6$ photon packages per wavelength, which is sufficient for generating SEDs. These adaptations provide almost an order of magnitude in speedup, but still 34 h of CPU time were required per simulation.

Based on the results of this initial grid of models, we create a finer grid centred around the expected values of the free parameters. This time we use seven grid points in each of the dimensions of the ($M_{\text{dust}}$, $L_{\text{FUV}}$, $L_{\text{Lyi}}$) parameter space, resulting in 343 additional simulations. In these simulations, we use five times as many photon packages and employ the full high-resolution wavelength grid. We create a data cube for each simulation and spectrally convolve this cube to create a mock image for each observed filter. We subsequently re-bin these images to the coordinate system of the corresponding observed image and clip them to the same field-of-view. We can thus evaluate the $\chi^2$ measure on a per-pixel basis (Eq. (9)). This large computational effort is preferred over the minimisation of a global $\chi^2$ (Eq. (8)) because it also captures local variations between model and observation. The impact of using a global $\chi^2$ is discussed in Appendix D.

3.5. Summary of the modelling steps

Figure 4 summarises outlines the general 3D radiative transfer modelling approach we adopted and which will also apply for our future work. It shows the key steps that are involved in the modelling, such as the image preparation, the map making, the decomposition, and the fitting steps.

4. Results

4.1. Model selection and properties

The probability distributions from the 175 simulations of the first set of models for M 81 are shown in red in Fig. 5. For the dust mass and the FUV luminosity of the young non-ionising stellar disc, the expected value is the initial guess value. For the FUV luminosity of the young ionising stellar disc, the grid point with the highest probability is $5.02 \times 10^{35} \, \text{W} / \mu \text{m}$, one grid point below the initial guess value. This shows that models deviating significantly from the initial guess values are punished by a higher global $\chi^2$. Following this test grid, we can be confident of our setup and thus run the more detailed simulations of the more narrow, but better sampled, parameter grid. The resulting probability distributions are over-plotted in blue in Fig. 5. Also indicated are the parameter values of the best fitting simulation (lowest local $\chi^2$). The most probable values (peak of the blue distributions) of the parameters are:

$$M_{\text{dust}} = (1.28 \pm 0.27) \times 10^7 \, M_\odot, \tag{10}$$

$$L_{\text{FUV}} = (4.24 \pm 1.43) \times 10^{36} \, \text{W} / \mu \text{m}^{-1}, \tag{11}$$

$$L_{\text{Lyi}} = (5.02 \pm 4.78) \times 10^{35} \, \text{W} / \mu \text{m}^{-1}. \tag{12}$$

The most likely radiative transfer model for M 81, i.e. the model with the lowest local $\chi^2$, has the following parameters:

$$M_{\text{dust}} = 1.28 \times 10^7 \, M_\odot, \tag{13}$$

$$L_{\text{FUV}} = 3.18 \times 10^{36} \, \text{W} / \mu \text{m}^{-1}, \tag{14}$$

$$L_{\text{Lyi}} = 1.59 \times 10^{36} \, \text{W} / \mu \text{m}^{-1}. \tag{15}$$

The model with these parameter values is the one we adopted for our future work. It shows the key steps that are involved in the modelling, such as the image preparation, the map making, the decomposition, and the fitting steps.

4.2. Spectral energy distribution

The simulated SED of the best fitting model is shown in Fig. 6, along with the observed photometry derived from the

\(^{11}\) All simulations together consumed around 107 000 CPU hours.
The total model SED is represented by the black line starting from the left side of the spectrum, taken over by the red line where the dust emission adds to the stellar part of the model SED on the longer wavelength side of the panel. Overall, the simulation reproduces the observations notably well. A direct comparison on a global scale is shown in the bottom panel of Fig. 6, where the reference is the observation (red points for the bands included in the fitting, green points for other observed fluxes). The mock fluxes (blue points) are derived from the simulated luminosity’s by spectrally convolving them with the appropriate filter transmission curves and applying the same aperture photometry as we performed on the observations. Residual percentages are defined as (model–observation)/observation.

The most prominent deviation of the model from the observation is seen for the MIPS 24 µm band (50%). This band lies close to the peak of the hot dust component related to the ionising stellar populations. It seems that on a global scale, our model overestimates this contribution. It is important to note that models with lower $L_{24$FUV} did not provide a better fit to the data.

Fig. 4. Semi-automatic modelling approach, as implemented in the Python code PTS. Indicated in red are steps that require manual intervention. At the top of the diagram, the different input sources are displayed. These include the DustPedia archive, but also other image data can be included in the modelling environment. The images are prepared uniformly by the pipeline, using the 2MASS point sources catalogue and IRSA service for dust extinction. If Spitzer 3.6 µm or 4.5 µm data is available, a 2D decomposition is retrieved from the S$^4$G catalogue; or else custom decomposition parameters can be specified. The prepared images are used to obtain a map of the different stellar and disc components based on well-established prescriptions. What is crucial in the map-making process is the FUV attenuation map which, in turn, is based on an sSFR colour map (the preferential colour is indicated in bold, though other colours can be used depending on the availability and quality of the data) and a TIR map (created by combining multiple MIR/FIR bands with a consideration of the resolution). The maps and 3D bulge description define the geometry of the RT model, together with appropriate scale heights for each of the disc components. The RT model is further defined by a wavelength grid, an instrument setup, and a dust grid. Given this basic model, SKIRT is used to determine the best normalisations of stellar and dust components. For more details, we refer to the main text in Sect. 3. (a) Preparation and decomposition, (b) map making, (c) model construction, and (d) model normalisation (fitting).
Fig. 5. Probability distributions of the RT models for the first batch (red) and the second batch of simulations (blue). *From left to right*: diffuse dust mass, the FUV luminosity of the young non-ionising disc, and the FUV luminosity of the young ionising stellar disc. For the second run, the values of the overall best-fitting simulation are indicated by the vertical lines.

Fig. 6. *Top panel*: panchromatic SED corresponding to the SKIRT radiative transfer model for M 81. The total observed stellar energy output is indicated with a black line and the total dust emission, when added to the stellar spectrum, follows the red line. The area shaded in purple above the observed stellar spectrum represents the radiation that is absorbed by the diffuse dust, thus the purple line represents the intrinsic stellar spectrum. Yellow, green, and dark blue lines represent the contribution of the old, the young non-ionising, and the young ionising stellar populations to the observed stellar spectrum, respectively. The area shaded in light blue above the young ionising population curve indicates the absorbed energy by internal (subgrid) dust. The area shaded in magenta between 20 and 500 \( \mu m \) indicates the energy distribution emitted by this internal dust. *Bottom panel*: comparison between the observed fluxes and the simulated SED, as relative residuals with the observations as reference. Observed fluxes are shown as red and green points, depending whether or not they were used in the fitting procedure. The blue points show the mock fluxes derived from the simulated SED.

While reducing the MIPS 24 \( \mu m \) emission, they lower the MIR continuum entirely and thus producing a higher \( \chi^2 \). In comparison, the WISE 22 \( \mu m \) flux (not shown, but see Table A.1) is 10\% higher than the MIPS 24 \( \mu m \) emission. Part of this discrepancy may also be related to instrumental uncertainty in the MIR. The residuals for the other bands are at maximum 25\% and usually lower. The 2MASS and Planck fluxes were not included for the fitting procedure because of significant large-scale sky noise and poor spatial resolution, respectively. Nevertheless these also agree well with the model (5\%).

4.3. Image comparison

Spectral convolution of the simulated data cubes for the 18 bands (used for fitting) gives rise to a set of mock images for every model of the second batch of the fitting procedure. A selection of such images, clipped to the observed high signal-to-noise mask, for the best fitting simulation is shown in Fig. 7. Here, the first column shows the observations and the second column the mock images. Because model and observation are generally difficult to discriminate, we highlight the small-scale relative differences through residual maps, shown in the third column. The last column shows the probability density distribution of the residual pixel values. In Fig. 8, we additionally show the corresponding radial profiles derived from the residual maps.

In the NUV band there is an overall good agreement with most deviant pixels well below 100\%. The largest offsets occur in the inter-arm regions. Here the model over-estimates the flux as part of the applied deprojection of the 2D input maps. In the bulge the model slightly underestimates the UV flux. As such
there’s a rising trend of residual percentage with galactocentric radius. The pixel distribution is more narrow in the $g$ band, where model and observed image look very similar, giving rise to a flat radial profile. There is however a global offset of $\sim 25\%$ as already noted in the previous section. The main factors influencing the optical SED fit are the stellar populations and the dust attenuation. Since the offset in the $g$ band is uniform across the disc, the latter is unlikely responsible. Instead, this may be caused by insufficient resolution in the star formation history of our simulation (modeled by the three stellar population ages). A fourth component with an age between 100 Myr and 8 Gyr, or alternatively a stellar component with a continuous range of ages, could alleviate the offset in global flux while maintaining the smooth residual map.

In the NIR, there is a narrow residual distribution as well. The IRAC 3.6 $\mu$m pixels follow the observations closely. A weak radial trend is visible where low-luminosity disk pixels are are slightly overestimated and bulge pixels tend to be underestimated by the model. The good agreement in this band confirms our assumptions that the young stellar populations have no relevant contribution to the emission and that dust attenuation is insignificant here.

The situation is considerably worse in the MIPS 24 $\mu$m band, where the model typically generates pixel fluxes that are too high (see also Sect. 4.2). The corresponding radial profile in Fig. 8 shows a steep rise from negative percentages in the centre to positive residuals beyond 1 kpc. The residuals keep increasing outwards, but at a slower rate. This band was used in combination with H$_\alpha$ to construct the surface density map of the young ionising component (Eq. (4)). It is possible that this empirical prescription is introducing the radial trend in the residuals obvious in Fig. 8. In addition the emission template for the young ionising component has several tuneable parameters that can produce relatively higher 24 $\mu$m emission. We unfortunately do not have sufficient observational constraints to explore this vast parameter space. For consistency comparability, we adopted the same values as other radiative transfer model of this kind (De Looze et al. 2014; Viaene et al. 2017; Williams et al. 2019).

The only regions where the 24 $\mu$m flux is underestimated by the model are the very centre of M81 and the clumpy star forming regions in the spiral arms. The latter is seen in other bands as well, yet mostly where star formation is prominent (for example in the UV). The origin of this blurring is twofold, partly showing the effects of de-projection and its assumptions, yet another important degradation in resolution comes from the fact that multiple bands are combined into the input maps of the model components. For the 24 micron band, for instance, the observed image has a resolution (FWHM) of 6.43 arcsec, but the simulated emission map is modulated by the dust map which has a resolution of 11.18 arcsec (as does the young non-ionising stellar map), even though this dust is heated by the young ionising population ($FWHM = 6.43$ arcsec) as well. As a result of our choice of retaining the maximal resolution for each component separately, the resolution of the resulting data cube is the
combined effect of whichever input maps have the strongest imprint on any particular part of the wavelength spectrum.

Furthermore, Fig. 7 shows the residuals of the PACS 160 micron and SPIRE 500 micron bands, for which the agreement is mostly within 50% for individual pixels. At 160 μm there is a small global offset, which disappears at longer wavelengths. The corresponding radial profiles correlate and are mostly flat. At around 2 kpc there is a small bump of positive residuals which is linked to an area of low signal-to-noise in the submm maps. The model again underestimates the flux in the spiral arms and overestimates the inter-arm regions. The effect is largest in these dust emission bands and is probably a combination of two effects. First, the projection effect was already mentioned. In this case both young stars and dust are smeared out slightly due to the deprojection, making the resulting dust emission less peaked in the arms. Second, it is possible that the FUV attenuation map, which sets the input dust surface density, yields a smoother dust distribution than in reality. When this map is subsequently scaled (by our optimisation procedure) to match the observations it can cause the observed large-scale asymmetry between arm and inter-arm regions. The 500 μm band is relatively uncontaminated, tracing the bulk of the dust mass. Despite the discrepancies, the model still matches the observations within 50%, which indicates that the FUV attenuation map is still a very good tracer of the dust column density. This importantly allows us to work at higher spatial resolutions compared to a dust mass map derived from *Herschel* data alone.

We conclude from this comparison that the radiative transfer model for M 81 is represents the data well and is of sufficient quality to address the goal of this study: the relative contribution of young versus old stellar populations to the dust heating. At the same time, we recognise that the best-fit model has some flaws. Most notably are the inevitable projection effect when going from 2D input maps to 3D density distributions. In addition, the model produces too much 24 μm emission to match the data. While there is some uncertainty in the flux calibration of the data itself (compared to e.g. WISE), the amount of hot dust is definitely overestimated by the model. We keep these caveats in mind when analysing the dust heating in Sect. 4.5.

### 4.4. Dust absorption

To investigate how different sources of radiation heat the dust in the galaxy, we set up individual simulations that contain either just the old stellar population (bulge + disc), the young non-ionising stellar disc, or the young ionising stellar population. These models, all containing the original dust distribution, are run with the same high-resolution configuration as used for the second-batch simulations. As seen in Fig. 6, the young ionising population (dark blue line) is clearly the least important, which does not exclude that they are significant or even dominating on local scales. The young non-ionising stellar population is responsible for the emission in the UV bands, while the old stars dominate in all of the optical and NIR wavebands.

Globally, 1.73 × 10^36 W is absorbed and re-emitted from 1.53 × 10^37 W of intrinsic stellar radiation. This corresponds to a bolometric attenuation \( f_{abs} \) = 11.3%. This number agrees very well with the value of 10.8% found by Bianchi et al. (2018) for M 81, but it is significantly below the average value of 25% for 40 DustPedia Sab galaxies of this type. There is, however, a large scatter in \( f_{abs} \) for Sab spirals, with 1σ dispersion of 19%.

For only the diffuse dust, we find an absorption rate of 1.49 × 10^36 W (9.8%). In the FUV band, 53% of the stellar luminosity is absorbed by the total dust population. This is equivalent to \( A_{FUV} = 0.69 \) mag. For the old stars, just 6.9% of their bolometric stellar luminosity is absorbed and re-emitted by dust, 6% of the bulge stellar energy and 7.8% of the disc stellar energy. The young non-ionising stellar population has an absorption fraction of about 30%.

The absorption fraction for the young ionising stellar component can be expressed in multiple ways. Firstly, We can consider just the internal dust, that is, the dust clouds that are a subgrid component of which the emission is represented in the specific MAPPINGS template. This dust absorbs 33.8% of the intrinsic stellar luminosity (29% in the FUV band). Of the same intrinsic energy budget, 32.1% is additionally absorbed by the diffuse dust component in the model (35.3% in the FUV band). Taken together, dust reprocesses about 62% of the young ionising stellar radiative energy, and about 64.4% of the emitted FUV radiation. The young stellar populations together are subject to an absorption fraction of 41.5% (diffuse dust) or 44% (all dust).

4.5. Dust heating fraction

We are interested in quantifying the fraction of heating by young stars, \( f_{\text{young}} \), as it indicates which age components will be picked up by common SFR tracers. It is thus important to know how much of that light is used to heat dust. Knowing the absorbed luminosity in each dust cell, originating from the different stellar components in the model, we can define the fraction of dust heating that is attributed to young stars as follows:

\[
f_{\text{young}} = \frac{L_{\text{abs}}}{L_{\text{total}}}.
\]

where, in this context, the young population combines the contributions from the non-ionising and ionising subpopulations. The luminosity absorbed from the young ionising stellar population must include the dust that is subgrid in the MAPPINGS templates, as opposed to the other stellar components in the model, which only heat the diffuse dust. We have calculated \( f_{\text{young}} \) for each cell in the RT model by using the absorption information written out by the young non-ionising, ionising and total simulations.

The left panel of Fig. 9 shows \( f_{\text{young}} \) from a face-on view. The heating fraction by young stars goes from 0 to 1 with a colour scale that is depicted by the histogram in the central panel. This histogram shows the distribution of \( f_{\text{young}} \) within dust cells, weighted by dust mass. We find that the bulk of dust mass in the model is heated by both young and old stars by about equal extent. However, an upturn in the lowest young heating fractions is noted, clearly corresponding to the center region of the galaxy as seen in the left plot. This region is dominantly heated by the old stellar bulge, and to lesser extent by the old stellar disc. Globally, 50.2% of the heating (absorption) originates from the young stars, with lowest values of 0.5% in the most central dust cells. Within the central region indicated by the inner white circle in Fig. 9, with a radius of 3 kpc, the heating fraction by young stars is just 10.4%.

We hereby confirm the findings of Bendo et al. (2012), who conclude that the old stellar population is the dominant heating source within 3 kpc of the center of M 81, since star formation traced by Hα is very low in this region but colour temperatures between 70 μm and 250 μm are elevated in this region. In the intermediate region between the two circles, \( f_{\text{young}} \) is 42.4%, and it is 56.2% outside the outer circle with a radius of 6 kpc. We have also calculated \( f_{\text{young}} \) in the mid-plane of the galaxy, and found there are only minimal differences with the face-on
heating map. In fact, we found a monotonic decrease of $f_{\text{young}}$ with height at a rate of about 3.2% per dust scale height. This indicates that $f_{\text{young}}$ varies only slightly within the vertical scale of the galaxy model, in contrast to the clear variation with galactocentric radius. We calculate the radial profile of $f_{\text{young}}$ by binning the dust cell data. In each radial bin, we calculate the average of $f_{\text{young}}$, again weighed by the dust cell masses. The resulting curve is shown in the right panel of Fig. 9. The inner and outer circles also plotted in the left panel of Fig. 9 as dashed grey lines.

The absorption spectrum in each dust cell can also be used to express $f_{\text{young}}$ in each individual wavelength bin. The curve describing the wavelength-dependent heating fraction by young stars is plotted in the first panel of Fig. 10. Based on the 3D spectral heating fractions, we can make projected maps as in the previous section. Also in Fig. 10, we show maps of $f_{\text{young}}$ in the GALEX FUV and NUV bands, and the SDSS $u$, $g$, and $r$ bands. There is a dramatic shift from heating by young stars (in the FUV and NUV bands) to heating by old stars (from the SDSS $g$ band onwards). In the SDSS $u$ band, the fraction is around half on a global scale, but the disc is still predominantly heated by young stars. Notably, the most central region of the galaxy is always heated by old stars, over the entire wavelength range.

Fig. 9. Left panel: face-on map of $f_{\text{young}}$, the heating fraction by young stars, as obtained from the 3D dust cell data. White circles indicate the 3 kpc and 6 kpc radii. Central panel: distribution of the cell heating fractions, weighed by dust mass. Right panel: radial profile of $f_{\text{young}}$ as measured from the cell data.

Fig. 10. Top-left panel: curve of $f_{\text{young}}$ with respect to the wavelength at which the energy is absorbed. Five wavelengths have been indicated, corresponding to the GALEX FUV, GALEX NUV, SDSS $u$, SDSS $g$, and SDSS $r$ effective wavelengths. For these filters, a projected map of $f_{\text{young}}$ in the dust cells is shown in the subsequent panels.
5. Discussion

5.1. Correlation with sSFR

The analysis above demonstrates that the main driver of dust heating greatly varies within the galaxy. On a spatially resolved scale, \( f_{\text{young}} \) seems strongly linked to the presence of a dominant old stellar bulge in the center. While the star formation in the spiral arms dominates the heating locally, overall the old and young contributions in the disc balance out almost equally. Without a fully 3D radiative transfer model, obtaining these conclusions about the heating mechanisms would be difficult, certainly considering the fact that in the global energy output of the galaxy model, the UV emission of the old stars is more than one magnitude lower than that of the young stars (see Fig. 6). We have also shown that \( f_{\text{young}} \) in the UV spectrum, and drastically decreases between 0.25 and 0.5 micron in our model.

De Looze et al. (2014) and Viaene et al. (2017) have shown a link between \( f_{\text{young}} \) and the specific star-formation rate (sSFR) in their radiative transfer models of M 51 and M 31, respectively. To compare our data with their results, we have calculated the star-formation rates in our model using a conversion from the intrinsic FUV luminosities of the young stars prescribed by Kennicutt & Evans (2012). To estimate the stellar masses, we have used the 3.6 \( \mu \)m luminosities, following Oliver et al. (2010). In this way, we have obtained sSFR values for each pixel in the simulated images (there are around 61 000 pixels corresponding to the galaxy) and in each of the 2.9 million dust cells as well. These values are plotted against \( f_{\text{young}} \) in Fig. 11, for the pixels and cells of the M 81 model, and for the M 51 and M 31 pixels as reference. We observe a very similar monotonically increasing trend between \( f_{\text{young}} \) and the sSFR. A power-law fit between both quantities yields the following relations:

\[
\log f^\text{pix}_{\text{young}} = 0.41 \log \left( \frac{\text{sSFR}^\text{pix}}{\text{yr}^{-1}} \right) + 4.27, \quad (17)
\]

\[
\log f^\text{cells}_{\text{young}} = 0.34 \log \left( \frac{\text{sSFR}^\text{cells}}{\text{yr}^{-1}} \right) + 3.48. \quad (18)
\]

The fit to the cell data is shown as a dotted red line in Fig. 11, as well as power-law fits to the M 51 and M 31 pixel data.

A first observation from the relations above is that the slope for the M 81 pixel data exceeds the slope for the cell data. Looking at Fig. 11, this discrepancy seems to lie in the shape of the low-\( f_{\text{young}}/\text{sSFR} \) tail, but overall both sets of data points occupy the same space. Yet, as expected, the spread in the dust cell heating fractions is larger than the pixel heating fractions, since the range in environments is greater in the former case. What also can be noted from Fig. 11 is that there is a clear offset between the M 81 scatter points and those found for M 51 and M 31. Some differences can certainly be expected because of the different ages for the young stellar populations used in the different studies, and because of the different methods used to estimate the sSFR. In particular, Viaene et al. (2017) used MAGPHYS pixel-by-pixel fits to quantify the sSFR, while De Looze et al. (2014) used the MAPPINGS star-formation rates of the young ionising stellar component. This shows the need for uniform approach to determine these quantities, in order to make future comparisons between galaxies more useful. Setting this common basis for future work is one of the goals of this present work. Despite the offset, the slope for the pixels of M 81 closely matches the slope of the M 51 and M 31 relations, with values of 0.415 and 0.481 respectively. Other offsets between cell and pixel data on one hand, and between the M 81, M 51 and M 31 points on the other hand could be resolution-related.

Our results confirm the strong relation between \( f_{\text{young}} \) and sSFR with a Spearman rank correlation coefficient \( \rho = 0.89 \). We compare this with the relationship between the star formation density (\( \rho_{\text{SFR}} \), SFR per dust cell volume) and \( f_{\text{young}} \), plotted in Fig. 12. This correlation is less clear, with a Spearman coefficient of just \( \rho = 0.57 \). However, the star-formation rate density does seem to have an important effect on the sSFR-\( f_{\text{young}} \) relation. In Fig. 13, we plot the same data points as in Fig. 11. However, in this case, we add \( \rho_{\text{SFR}} \) as an auxiliary axis, represented by different colours. The transparency level represents the density of the scatter points. The star-formation rate density seems to explain much of the scatter in the sSFR-\( f_{\text{young}} \) relation, with increasing \( \rho_{\text{SFR}} \) shifting the relation towards the lower \( f_{\text{young}} \) and higher sSFR. At a fixed sSFR, an increasing star-formation rate density decreases \( f_{\text{young}} \). Equivalently, higher mass density of the old, diffuse stellar population (= \( \rho_{\text{SFR}}/\text{sSFR} \)) causes lower heating fractions, irrespective of the sSFR. We observe a very similar trend with the dust density on the auxiliary axis as compared to the star-formation rate density. This can be expected as both quantities are spatially correlated, with an enhancement in the spiral arms.
5.2. Implications for SFR estimators

The TIR emission is often linked to the star-formation rate in spiral galaxies and is therefore sometimes used as a direct tracer (Devereux & Young 1990; Devereux et al. 1995; Buat & Xu 1996; Kennicutt 1998; Kennicutt et al. 2009). The interpretation that this dust is therefore heated by young stars, however, ought to be considered with caution. In the top left panel of Fig. 14, we have plotted the correlation between the star-formation rate density ($\rho_{\text{SFR}}$) and the dust luminosity density of the dust cells in our RT model. There is a strong increasing trend between both quantities, with a Spearman correlation coefficient of 0.95. These results could lead to the conclusion that star formation is the main source of dust (TIR) emission, however we know from our analysis above that this is certainly not the case in this galaxy.

Thanks to this analysis, we now have detailed quantitative information on the fraction of heating contributed by young stars in each dust cell, which we indicate with the colours seen in the plot. The lowest heating fractions are shown in blue, and the highest fractions are plotted in green, while intermediate heating fractions appear in red. Again, the transparency level indicates the density of points, which in this case peaks at the bright red points under the fitted power-law. The region of intermediate heating fractions (most dust cells are in this regime) coincides with the best-fitting power-law relation. Lower heating fractions also follow this relation, but with more scatter. Cells with higher heating fractions tend to lie below the relation. This means that the fitted relation could lead to underestimated star formation rates for the highest $f_{\text{young}}$ environments and to highly uncertain star formation rates in low $f_{\text{young}}$ environments.

To illustrate how the effect of $f_{\text{young}}$ can be quantified on this relation based on visible or observable quantities, we indicate three different regions in the plot as contour levels. Green contour levels indicate the density of points that are in the inner ($<3$ kpc) region of the model, while blue contours enclose the cells outside of this region. We have also indicated cells with low diffuse stellar density (from the 3.6 $\mu$m luminosity) with orange contours. These individual cases occupy separate but adjacent areas in the parameter space, with Spearman correlation coefficients for the respective subsets of 0.998, 0.95, and 0.88. It is evident that the fitted relation is driven by the cells in the disc where the stellar density is relatively high (i.e. the spiral arms). The inter-arm regions (orange contours) match the scatter in the low $f_{\text{young}}$ regime. Bulge cells are significantly offset from the relation.

Even including the considerable scatter in the dust luminosity to star formation relation, driven by $f_{\text{young}}$, the correlation is still strong. However, as noted by other authors, the luminosity of a dust distribution is determined by both its density and its heating rate (or, equivalently, its temperature). Regions of higher dust mass absorb more stellar photons, and thus also emit more energy in the same volume. It is presumed that the dust density is tightly linked to the density of gas, and star formation is linked to the gas content via the Schmidt law (Schmidt 1959; Kennicutt 1998), the density of dust is indirectly correlated to the star formation rate density (Bendo et al. 2012). Indeed, this effect is clear from the top right panel in Fig. 14, where we have plotted the correlation between the dust density and the density of star-formation rate ($\rho_{\text{SFR}}$). There is a strong relation between both quantities in our 3D model, with a correlation coefficient of 0.87, which clearly has a considerable effect on the relation shown in the first panel.

To eliminate the influence of the dust density, and thus also its link to the star-formation rate density, we make a different version of the first plot on the bottom left panel of Fig. 14. Here, we divide the dust luminosities in each cell by the corresponding dust masses, instead of the cell volumes. To make this quantity comparable to the star formation, we also normalise these star-formation rates to the dust masses. The resulting correlation is weaker than the dust luminosity density versus $\rho_{\text{SFR}}$ comparison above, with a Spearman correlation coefficient of 0.75. If star formation were the main driver of dust heating, and this heating is purely local, one would expect a strong relation between both quantities. We therefore show $f_{\text{young}}$ on the auxiliary axis, and fit the highest $f_{\text{young}}$ (>0.8) set of points with a power-law (dotted green line). The Spearman correlation coefficient for these points is 0.79. This is only slightly higher than the correlation for all of the data points, which makes us postulate that non-local heating has a strong effect. In general, we argue that the apparent relation between star formation and TIR luminosity must be interpreted with caution, especially on local scales.

5.3. Dust temperature

With dust luminosities increasing with star formation rate density (see top left panel of Fig. 14), one could expect to find the highest dust temperatures in the high SFR regions. However, much of the elevated dust luminosity can be traced to an increased dust density, as we have shown in the bottom left panel of Fig. 14 where we have plotted the dust luminosity per unit of dust mass as a measure of the internal energy density of the dust. Even though this scatter plot shows only a weak trend which can also partially be explained by increasing diffuse stellar densities, one could still expect the star formation causing the highest dust temperatures in the galaxy.

In Fig. 15, we plot $f_{\text{young}}$ as a function of the dust temperature, showing that – counterintuitively – the highest heating fractions correspond to the lowest dust temperatures and vice versa. There is in fact an anti-correlation between the two quantities, with a Spearman rank coefficient of −0.095 (the high temperature tail is sparse in points). We must stress, however, that the dust temperatures used here are those of the diffuse dust, and including the temperature of the dense dust clouds in the star-formation regions would add a certain set of high SFR, high temperature points. These temperatures are not easily included as they are subgrid properties of the MAPPINGS template. Still, with the radius added on an auxiliary axis as we have done in Fig. 15, it is meaningful to see how much the central old stellar bulge is heating the diffuse dust. None of the diffuse dust in
the disc of the galaxy is heated to such extent. Even though the diffuse dust is shielded from the hardest stellar radiation by the subgrid clumps of dust, one could expect the diffuse dust to still be very effectively heated in the spiral arms of the galaxy. This analysis, however, confirms that the old stars in M 81 not only heat the central 3 kpc region of the galaxy almost exclusively as compared to young stars, but also significantly in absolute numbers.

5.4. Limitations and caveats in our modelling approach

The results we describe and discuss in this section are all based on the modelling methodology presented in Sect. 3. In the ideal world, this modelling would be a perfect radiative transfer inversion that translates the observed, dust-affected images to intrinsic 3D distributions of stars and dust. In order to make the problem tractable, we are forced to make a number of simplifying assumptions and choices. On the one hand, these assumptions drastically reduce the number of free parameters to be determined in the inversion problem. Instead of a completely intractable inversion problem, they lead to an optimisation problem with only three free parameters to be determined (Sect. 3.4). While this seems reasonably simple, it remains a challenging problem, given the computational cost of a single panchromatic radiative transfer simulation. On the other hand, these assumptions are simplifications that do not perfectly represent reality, and they induce potential systematic errors in our method.

One such simplification is to constrain the spatial distributions of the different stellar populations to fixed spatial templates, each with a fixed spectral emission template. We have chosen to use only four different stellar components, and to characterise the intrinsic spectrum of each of these by an SSP model corresponding to a single age and a single metallicity. The derivation of the spatial distribution of each of these components is based on empirical recipes that take the observed surface brightness distributions in different bands as input. The majority of stars in galaxies
form in star clusters, and these clusters eventually disperse and the individual stars are diffused into the surrounding environment on time scales of the order to tens to hundreds of Myrs, becoming part of the larger galactic background. Empirically, this can be seen from detailed spatially resolved star formation history reconstructions in nearby galaxies (e.g. Harris & Zaritsky 1999; Gieles et al. 2008; Bastian et al. 2009, 2011; Lewis et al. 2015). This shows that our representation of the young stellar population by just a superposition of two components with ages of 10 and 100 Myr is clearly a simplification. Similarly, we have assumed a single geometric distribution for the old stellar disc, with a fixed stellar age of 8 Gyr. However, according to the current ΛCDM galaxy disc formation scenarios (White & Frenk 1991; Mo et al. 1998; Robertson et al. 2006), one might expect large-scale, that is, kpc-scale, intrinsic stellar population gradients in galactic discs. Indications for such intrinsic gradients have been obtained empirically from colour gradients (de Jong 1996; MacArthur et al. 2004; Muñoz-Mateos et al. 2007; Dale et al. 2016) and gradients in colour-magnitude diagrams of nearby disc galaxies (Williams et al. 2009; Gogarten et al. 2010). The neglect of these gradients in our modelling might also affect our modelling results.

Another aspect in our modelling that could potentially lead to significant systematic errors is related to the interstellar dust component. First, we have assumed that the interstellar dust has uniform optical properties throughout the galaxy, whereas there are now various indications that the dust properties in galaxies are not uniform. For example, spatially resolved studies of the infrared emission in M 31 (Smith et al. 2012; Draine et al. 2014; Whitworth et al. 2019) and M 33 (Tabatabaei et al. 2014; Relaño et al. 2018) strongly suggest a gradient in the physical properties of the dust grains. Recent spatially resolved studies of the dust properties in nearby DustPedia galaxies corroborate this claim (De Vis et al. 2019; Clark et al. 2019). Second, we have assumed that the spatial distribution of dust can adequately be derived from the FUV attenuation map, which we derived using the calibration obtained by Cortese et al. (2008). Compared to a dust mass distribution based on infrared SED fits, as used for the radiative transfer modelling of M 31 (Vlase et al. 2017) and M 33 (Williams et al. 2019), this approach has the advantage that a higher spatial resolution can be obtained (see discussion in De Looze et al. 2014). On the other hand, this approach has some disadvantages as well. The Cortese et al. (2008) calibration of the UV attenuation is based on a simple radiative transfer model solution for a sandwich model by Boselli et al. (2003). This is obviously a simplification of the real situation, and it is not immediately clear whether this approximation is acceptable on local scales in all environments, and how this systematically affects the results of the modelling.

Finally, our modelling recipe contains a number of other ingredients and assumptions that might systematically affect the results. We have assumed that each of the different components, apart from the stellar bulge, has a perfectly exponential behaviour in the vertical direction, with scale height ratios determined by observations in nearby galaxies. Furthermore, we have assumed that the intrinsic luminosity of bulge and old stellar disc can directly be obtained from the IRAC 3.6 μm emission, which implicitly assumes that the emission is unaffected by dust attenuation or emission, and that the young stellar populations have a negligible contribution to the IRAC 3.6 μm band. These conditions may not always be satisfied for all galaxies (e.g. Camps et al. 2018).

There are a few indications where we see the above limitations play up (see Sects. 4.2 and 4.3). The fact that our model tends to underestimate the FIR flux in the spiral arms may lead to an underestimation of the heating by young stars. On the other hand, the 24 μm flux of the model is too high, which can work in the opposite direction. At the same time this discrepancy challenges the chosen parameter set for the ionising stellar template. Furthermore, the relatively low g band flux may cause an underestimation of heating by older stellar populations. It could even point towards heating by stellar populations of intermediate age.

The bottom line is that the simplifying assumptions we had to make also induce systematic errors on the modelling results. Unfortunately, such systematic errors are very hard to quantify exactly. One option to quantify the systematic errors that result from some assumptions would be to gradually adapt or refine our modelling and check the effects of this gradual refinement on the results. For example, we could, in principle, gradually increase the number of stellar components or introduce a radial stellar population gradient or dust properties gradient in the model, and check how this affects the modelling results. Each additional parameter in the modelling significantly increases the computational cost of the modelling, however, which implies that our room for manoeuvre is limited. Moreover, it can be expected that several of the simplifying assumptions are coupled. For example, changes to the way the FUV attenuation map is calculated will affect the dust distribution, but also the distribution of the young stellar populations. Therefore, the predictive value of “small” independent tests could possibly be limited.

We believe that the most promising way to map the systematic errors induced by the simplifying assumptions in our modelling approach is to apply the technique to simulated galaxies and compare the model results to the intrinsic results obtained from the simulation itself. The advantage of this approach is that all of the explicit and implicit assumptions made in our method can, in principle, be investigated adequately and simultaneously. The necessary condition is that realistic galaxy models be available as a starting point for this investigation. Up to relatively recently, such models were non-existent: simulations of the formation of late-type spiral galaxies in a ΛCDM framework have traditionally failed to yield realistic candidates. Only in recent years, hydrodynamical simulations have started to successfully reproduce late-type spiral galaxies with realistic sizes, angular momentum, thicknesses and scaling properties (e.g. Guedes et al. 2011; Marinacci et al. 2014). In particular, current state-of-the-art cosmological high-resolution zoom simulations such as FIRE-2 (Hopkins et al. 2018; Garrison-Kimmel et al. 2018), Auriga (Grand et al. 2017), and NIHAO (Wang et al. 2015; Buck et al. 2020) produce simulated disc galaxies that closely reproduce observed disc galaxies in many aspects.

In an important future work, we will apply our inverse radiative transfer modelling approach to a set of high-resolution simulated disc galaxies from the Auriga simulation. We will first generate mock observations for these simulated galaxies, using the SKIRT-based pipeline developed in the frame of the EAGLE simulation (Camps et al. 2016, 2018; Trayford et al. 2017). This pipeline contains a recipe to insert interstellar dust in simulated galaxies based on a fixed dust-to-metal ratio, a resampling technique to increase the time and spatial resolution of recent star formation, and a radiative transfer treatment to generate mock UV-submm broadband images from arbitrary viewing points. Subsequently we will apply the methodology outlined here to these mock data, and compare the modelling results directly to the intrinsic simulation properties. We are convinced that this approach will quantify the importance of the systematic errors that result from the simplifications and choices in our modelling, and if necessary, will guide us towards improvements in our
approach. In the meantime, we urge to interpret our results with the necessary caution, and keep the caveats in our methodology into account.

6. Conclusions

Based on morphological constraints from observed image data, assumptions about the composition and vertical distributions of stars and dust, we have created 3D radiative transfer models of the early-type spiral galaxy M 81. These models have been evaluated by matching their simulated imagery to observations across the entire UV to submm wavelength range, yielding a best fitting description of the galaxy. We have set guidelines for the consistent creation of such RT models, which can be applied to other well-resolved dusty galaxies. The different steps of our method are publicly available as python modules. The model constructed for M 81 fits the observed data well, as proven by the residuals, which are mostly within 50%. Based on a 3D study of the absorption and re-emission of stellar radiation by dust in the M 81 model, we reached the following conclusions:

– Star formation is not necessarily the main driver of dust heating in galaxies as only 50.2% of the absorbed energy is attributed to young stellar populations in our M 81 model.
– In total, about 1.3% of the stellar radiation is absorbed (and re-emitted) by dust, but this number is 62% for the radiation from the young ionising stellar population and 30% for the young non-ionising population. Old stars have around 7% of their energy absorbed. In the FUV band, 53% of the stellar energy is reprocessed by dust ($A_{\text{FUV}} = 0.69$ mag).
– The fraction of heating attributed to young stars varies significantly within the galaxy, with values of <1% in the center to about 60% in the spiral arms. These values are invariant to the height above the midplane of the galaxy, to within a few percent.
– The dust heating in the central region of M 81 is dominated by the old stellar population. The fraction of absorbed energy by young stellar populations in a particular wavelength drastically drops between the UV wavebands and the SDSS g band. This is reflected throughout the entire disc of the galaxy, but local increases of the heating fraction by young stars at the spiral arms are visible.
– A strong correlation between the heating fraction by young stars, $f_{\text{young}}$, and the specific star-formation rate (sSFR) points to this sSFR as the favoured diagnostic in determining the relative contribution of old and young stellar populations to the absorption by dust. This correlation gives an observational tool to probe the dust heating fraction, in cases where a full RT model can be obtained or if this is not the intent. The benefit of having the sSFR as a probe to the intrinsic properties of the radiation field is that it has a close connection to observational UV-optical colours.
– The star-formation rate density causes much of the scatter to the power-law relation between $f_{\text{young}}$ and sSFR, meaning that the density of old stellar stars has a secondary effect to the correlation. There is a strong correlation between the dust luminosity density and the star-formation density, but this relation is mainly driven by the tight link between dust density and star formation density. Regions with different heating fractions are offset on the dust luminosity density – the star-formation density plane.
– When plotting the dust luminosity and star formation rate per unit of dust mass, the correlation is much weaker. We show that part of the remaining trend could be caused by a correlation between old stellar density and star formation rate density. On average, higher old stellar densities in the disc are found with slightly higher star formation, and both contributing about half to the dust heating causes the described trend with dust luminosity.
– There is almost no correlation between the diffuse dust temperature and the fraction of heating attributed to young stars. The dominant bulge in M 81 accounts for the highest dust temperatures in the model, and thus these high temperatures occur in the region where the heating fraction by young stellar populations is lowest. This fraction is low in the central 3 kpc region in all of the absorption bands looked at.

M 81 is the first galaxy that was modelled following the instructions detailed in this paper. The semi-automated and modular approach can be readily adopted to model other galaxies, with the caution that differences in available data should allow for a certain degree of flexibility in the pipeline. We also plan to apply our modelling technique to mock data corresponding to a set of hydrodynamically simulated disc galaxies from the Auriga simulations to assess the importance of systematic errors in our modelling approach. Finally, we encourage interested readers to further explore our modelling approach. The necessary configuration files to run the model in SKIRT are available on the Dust-Pedia archive (see Appendix C for details).
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Appendix A: Custom aperture photometry

Table A.1. Summary of the properties of the image data and photometry results for this work.

<table>
<thead>
<tr>
<th>Band</th>
<th>$\lambda_{\text{eff}}$ [(\mu\text{m})]</th>
<th>Pixel scale [arcsec]</th>
<th>FWHM [arcsec]</th>
<th>Flux density [Jy]</th>
</tr>
</thead>
<tbody>
<tr>
<td>GALEX FUV</td>
<td>0.154</td>
<td>3.2</td>
<td>4.48</td>
<td>0.128 ± 0.006</td>
</tr>
<tr>
<td>GALEX NUV</td>
<td>0.227</td>
<td>3.2</td>
<td>5.05</td>
<td>0.184 ± 0.005</td>
</tr>
<tr>
<td>SDSS $u$</td>
<td>0.359</td>
<td>0.45</td>
<td>1.3</td>
<td>0.963 ± 0.0125</td>
</tr>
<tr>
<td>SDSS $g$</td>
<td>0.464</td>
<td>0.45</td>
<td>1.3</td>
<td>4.16 ± 0.03</td>
</tr>
<tr>
<td>SDSS $r$</td>
<td>0.612</td>
<td>0.45</td>
<td>1.3</td>
<td>8.46 ± 0.07</td>
</tr>
<tr>
<td>SDSS $i$</td>
<td>0.744</td>
<td>0.45</td>
<td>1.3</td>
<td>12.53 ± 0.09</td>
</tr>
<tr>
<td>SDSS $z$</td>
<td>0.890</td>
<td>0.45</td>
<td>1.3</td>
<td>15.03 ± 0.12</td>
</tr>
<tr>
<td>2MASS $J$</td>
<td>1.235</td>
<td>1.0</td>
<td>2.0</td>
<td>19.19 ± 0.54</td>
</tr>
<tr>
<td>2MASS $H$</td>
<td>1.662</td>
<td>1.0</td>
<td>2.0</td>
<td>23.25 ± 0.65</td>
</tr>
<tr>
<td>2MASS $Ks$</td>
<td>2.159</td>
<td>1.0</td>
<td>2.0</td>
<td>17.91 ± 0.50</td>
</tr>
<tr>
<td>WISE W1</td>
<td>3.352</td>
<td>1.37</td>
<td>5.79</td>
<td>10.0 ± 0.3</td>
</tr>
<tr>
<td>IRAC I1</td>
<td>3.508</td>
<td>0.75</td>
<td>1.9</td>
<td>10.85 ± 0.33</td>
</tr>
<tr>
<td>IRAC I2</td>
<td>4.437</td>
<td>0.75</td>
<td>1.81</td>
<td>6.5 ± 0.2</td>
</tr>
<tr>
<td>WISE W2</td>
<td>4.603</td>
<td>1.37</td>
<td>6.37</td>
<td>5.9 ± 0.2</td>
</tr>
<tr>
<td>IRAC I3</td>
<td>5.628</td>
<td>0.6</td>
<td>2.11</td>
<td>6.23 ± 0.19</td>
</tr>
<tr>
<td>IRAC I4</td>
<td>7.589</td>
<td>0.6</td>
<td>2.82</td>
<td>8.47 ± 0.25</td>
</tr>
<tr>
<td>WISE W3</td>
<td>11.56</td>
<td>1.37</td>
<td>6.6</td>
<td>5.6 ± 0.3</td>
</tr>
<tr>
<td>WISE W4</td>
<td>22.09</td>
<td>1.37</td>
<td>11.89</td>
<td>5.52 ± 0.31</td>
</tr>
<tr>
<td>MIPS 24</td>
<td>23.21</td>
<td>1.5</td>
<td>6.43</td>
<td>5.05 ± 0.25</td>
</tr>
<tr>
<td>MIPS 70</td>
<td>68.44</td>
<td>4.5</td>
<td>18.74</td>
<td>76.45 ± 7.64</td>
</tr>
<tr>
<td>PACS 70</td>
<td>68.92</td>
<td>2.0</td>
<td>5.67</td>
<td>77.26 ± 5.41</td>
</tr>
<tr>
<td>MIPS 160</td>
<td>152.6</td>
<td>9.0</td>
<td>38.78</td>
<td>305.89 ± 36.71</td>
</tr>
<tr>
<td>PACS 160</td>
<td>153.9</td>
<td>4.0</td>
<td>11.18</td>
<td>262.35 ± 18.36</td>
</tr>
<tr>
<td>SPIRE PSW</td>
<td>247.1</td>
<td>6.0</td>
<td>18.15</td>
<td>140.02 ± 7.70</td>
</tr>
<tr>
<td>SPIRE PMW</td>
<td>346.7</td>
<td>8.0</td>
<td>24.88</td>
<td>69.39 ± 3.82</td>
</tr>
<tr>
<td>HFI 857</td>
<td>349.9</td>
<td>102.1</td>
<td>278.0</td>
<td>59.82 ± 3.83</td>
</tr>
<tr>
<td>SPIRE PLW</td>
<td>496.1</td>
<td>12.0</td>
<td>36.09</td>
<td>30.98 ± 1.70</td>
</tr>
<tr>
<td>HFI 545</td>
<td>550.1</td>
<td>102.1</td>
<td>290.0</td>
<td>19.62 ± 1.20</td>
</tr>
<tr>
<td>HFI 353</td>
<td>849.3</td>
<td>102.1</td>
<td>296.0</td>
<td>5.25 ± 0.04</td>
</tr>
<tr>
<td>HFI 217</td>
<td>1382</td>
<td>102.1</td>
<td>301.0</td>
<td>0.584 ± 0.0001</td>
</tr>
<tr>
<td>HFI 143</td>
<td>2096</td>
<td>102.1</td>
<td>438.0</td>
<td>1.040 ± 0.001</td>
</tr>
<tr>
<td>HFI 100</td>
<td>2998</td>
<td>205.7</td>
<td>581.0</td>
<td>0.455 ± 0.001</td>
</tr>
<tr>
<td>LFI 070</td>
<td>4283</td>
<td>205.7</td>
<td>799.0</td>
<td>0.324 ± 0.001</td>
</tr>
<tr>
<td>LFI 044</td>
<td>6813</td>
<td>205.7</td>
<td>1630.0</td>
<td>0.114 ± 0.001</td>
</tr>
<tr>
<td>LFI 030</td>
<td>9993</td>
<td>205.7</td>
<td>1940.0</td>
<td>0.0546 ± 0.0002</td>
</tr>
</tbody>
</table>

Table A.1 summarises the properties of the image data used for the radiative transfer modelling, as well as the final aperture photometry fluxes extracted from them.

Appendix B: Wavelength grid

The spectral discretisation of the Monte Carlo RT simulations is realised by evaluating all interactions on photon packages or luminosity packages within certain (preferably small) wavelength bins. These luminosities are converted into spectral densities again for the simulation output data cubes, based on the central wavelengths of the bins. For panchromatic radiative transfer modelling purposes, logarithmic and nested logarithmic have predominantly been used (De Looze et al. 2014; Viaene et al. 2017), both of which are implemented in SKIRT. For our purposes however, we prefer to perform more fine-tuning on the precise placement of the wavelength grid points, for several reasons:

1. We want a good sampling of the different input stellar spectra and expected dust emission features, while avoiding placing too many grid points in the smooth parts of these spectra.

2. Similarly, we also want to give differential weight to parts of the wavelength range that are both more and less important with regard to the energy balance of a galaxy.

3. Because we perform spectral convolution on the output simulated SEDs, we take care of the sampling of each individual filter’s wavelength range in the grid to assure realistic results.

4. Lastly, to precisely study the energy budget of the different stellar components, we want to sample the sharp emission and absorption line features present in the stellar templates well because misplaced wavelength grid points may erase or broaden such features.

The construction of the wavelength grid used for our RT calculations thus goes as follows. We define five wavelength regimes within the galaxy spectrum, that each have a distinct, recognisable footprint that can be originated to a specific component or physical process. We define the extreme UV (EUV) regime (emission solely attributed to hot, young stars) from 0.02 to 0.085 \(\mu\text{m}\), the stellar regime (containing the bulk of the diffuse stellar emission) from 0.085 to 3 \(\mu\text{m}\), the aromatic regime (containing the emission features from very small grains (VSGs)) from 3 to 27 \(\mu\text{m}\), the thermal dust regime from 27 to 1000 \(\mu\text{m}\), and the microwave regime (cold dust) from 1000 to 2000 \(\mu\text{m}\). We assign a weight of only 8% to the EUV (because the emission is significantly lower in this regime), 30% to the stellar part, 38% to the aromatic regime (we give a high weight to this part of the spectrum to irregularity and thus limit numerical digressions in the RT calculations), about 15% for the thermal dust part (which is smooth and well-behaved), and only 8% to the microwave spectrum (since we are not really interested in this part of the spectrum nor does it influence the preciseness of the RT simulation). The weight defines the density of the grid at a particular regime; i.e. the number of points per decade. We distributed a total of 115 wavelength points across the entire spectrum, by creating a logarithmic range within each regime. The sampling in each of these regimes is shown in Fig. B.1 in the second horizontal panel. We checked whether each observed filter’s wavelength range is sampled sufficiently by imposing a minimal number of points within. If necessary, we can render a new logarithmic sub-grid with the acceptable number of points within the waveband range and replace the original points in that range. This is also well illustrated in Fig. B.1. We accommodate for the most prominent emission and absorption line features in the template spectra by adding a wavelength point just before, at the peak or trough, and just after the feature. Figure B.1 also shows the density of the resulting wavelength grid (bottom panel), which contains about 250 points.
Appendix C: Reproducing the results

In the spirit of open and reproducible science, we publicly released the SKIRT input file (ski file), together with all of the input data, for our M 81 simulation. As SKIRT itself is also publicly available, any user can rerun the simulation and reproduce or double-check our results. Moreover, users are welcome to modify the ski file to extract that kind of information that is relevant to their scientific interest, or to apply it to other galaxies. All the information can be found on the DustPedia archive, under the heading “SKIRT”.

Appendix D: global vs local \( \chi^2 \)

In our methodology, we have used a combination of optimisation metrics (see Sect. 3.4). To evaluate the parameter combinations of the first exploratory grid, a global \( \chi^2 \) value was computed using integrated SED fluxes. The second iteration in the optimisation relied on a local, pixel-by-pixel SED comparison to construct the \( \chi^2 \). The advantages of the latter metric are obvious: resolved differences in the images can be more accurately reflected in the goodness-of-fit. There’s a risk that these (partly) cancel out when using a global \( \chi^2 \). The main disadvantage of computing the local \( \chi^2 \) is the need of model images that are convolved to the same spectral and spatial resolution as the data, and are of sufficiently high signal-to-noise. This requires significantly more computing time: a factor of \( \sim 10 \) in the case of M 81 using the latest version (v8) of SKIRT.

We expect that the computational barriers will become less prohibitive in the future. In particular, SKIRT 9 (Camps & Baes 2020) allows for direct generation of broadband images, without the expensive intermediate step of generating images across a narrow-bin wavelength grid. Still, it is possible that future users want to use a global \( \chi^2 \) for their particular optimisation. For example, when a large set of galaxies requires modelling, or when the data don’t allow the computation of a local \( \chi^2 \). To test this situation, we also computed the global \( \chi^2 \) for the 343 models in the second optimisation step. This yielded a different best-fit model, which we ran through the same dust heating analysis pipeline.

Table D.1. Comparison of \( f_{\text{abs}} \), mean global \( f_{\text{young}} \), and best fit values.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>( \chi^2 ) global</th>
<th>( \chi^2 ) local</th>
<th>Diff. [dex]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_{\text{abs}} \ [%])</td>
<td>11.3</td>
<td>11.3</td>
<td>0.00</td>
</tr>
<tr>
<td>( f_{\text{young}} \ [%])</td>
<td>48.4</td>
<td>50.2</td>
<td>-0.02</td>
</tr>
<tr>
<td>( M_{\text{dust}} \ [10^7 M_\odot])</td>
<td>1.48</td>
<td>1.28</td>
<td>0.06</td>
</tr>
<tr>
<td>( L_{\text{FUV}} \ [10^{36} W \mu m^{-1}])</td>
<td>5.66</td>
<td>3.18</td>
<td>0.25</td>
</tr>
<tr>
<td>( L_{\text{FIR}} \ [10^{36} W \mu m^{-1}])</td>
<td>0.28</td>
<td>1.59</td>
<td>-0.75</td>
</tr>
</tbody>
</table>

In our methodology, we have used a combination of optimisation metrics (see Sect. 3.4). To evaluate the parameter combinations of the first exploratory grid, a global \( \chi^2 \) value was computed using integrated SED fluxes. The second iteration in the optimisation relied on a local, pixel-by-pixel SED comparison to construct the \( \chi^2 \). The advantages of the latter metric are obvious: resolved differences in the images can be more accurately reflected in the goodness-of-fit. There’s a risk that these (partly) cancel out when using a global \( \chi^2 \). The main disadvantage of computing the local \( \chi^2 \) is the need of model images that are convolved to the same spectral and spatial resolution as the data, and are of sufficiently high signal-to-noise. This requires significantly more computing time: a factor of \( \sim 10 \) in the case of M 81 using the latest version (v8) of SKIRT.

We expect that the computational barriers will become less prohibitive in the future. In particular, SKIRT 9 (Camps & Baes 2020) allows for direct generation of broadband images, without the expensive intermediate step of generating images across a narrow-bin wavelength grid. Still, it is possible that future users want to use a global \( \chi^2 \) for their particular optimisation. For example, when a large set of galaxies requires modelling, or when the data don’t allow the computation of a local \( \chi^2 \). To test this situation, we also computed the global \( \chi^2 \) for the 343 models in the second optimisation step. This yielded a different best-fit model, which we ran through the same dust heating analysis pipeline.
Table D.1 compares the outcome of some key properties for both models and lists their relative difference. There are appreciable differences between the three free parameters of both best-fit models. The total dust mass is rather similar with only a 0.06 dex difference. The young stellar populations are significantly more offset, but in opposite direction. While the non-ionising component has a luminosity that is 0.25 dex lower for the local $\chi^2$ model, the ionising component is 0.75 dex higher. Still, in comparison with the luminosity of the old stellar component, these are relatively moderate changes. It does highlight a degeneracy between the both components of the young stellar populations when using only the global $\chi^2$ in the optimisation. As a result, the effects on the dust heating properties are very small. In fact we retrieve the exact same $f_{\text{abs}}$ of 11.3%. The dust heating fraction is only marginally lower (3.8 percentage points) for the model with the global $\chi^2$.

This experiment suggests that the use of a global $\chi^2$ increases the risk of degeneracies between the free parameters in the model. In the case of M 81 this can be due to a relatively strong old stellar population, which in any case hampers the constraints on the young stellar populations. Fortunately, the dust heating properties remain unchanged as do the conclusions drawn from this work. Still, it is not certain that this will be the case for other galaxies. The optimal way is to compute the local $\chi^2$ during the optimisation process.