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YOU ARE HERE



The problem with software distribution
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HEP software stacks are  even bigger, 
and hard to package efficiently!



CernVM FileSystem (CVMFS)

● Global, read-only filesystem for software distribution
○ with a user experience similar to an on-demand streaming service (... but for scientific software)
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~$ ls /cvmfs
~$ ls /cvmfs/software.eessi.io # mounted automatically by autofs
repo
~$ ls /cvmfs/software.eessi.io
host_injections  init  README.eessi  versions
~$ cat /cvmfs/software.eessi.io/README.eessi # just-in-time download  
EESSI - the European Environment for Scientific Software Installations

Getting started
---------------

http://software.eessi.io/README.eessi
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CernVM FileSystem (CVMFS)

● Global, read-only filesystem for software distribution
○ with a user experience similar to an on-demand streaming service (... but for scientific software)

● implemented as a filesystem in userspace, via libfuse
○ allows client to be installed flexibly on all workernodes

● Optimized for storing and distributing software
○ Content-adressable storage allows De-duplication
○ Multi-level caching, use of HTTP transport
○ Compression of data
○ Verification of data integrity
○ … 



CVMFS is a Filesystem in Userspace

● Implements all necessary (ro) syscalls

● If file is in local cache: use that

● If file is not in local cache: download 
from object store and place it in local 
cache, use that
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Originally developed for LHC “Computing Grid”

● Intended to provide uniform computing access to all resources 
pledged for the LHC
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✅
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CVMFS (at CERN) in numbers
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~ 15 Stratum 1s
~ > 4 B files in the /cvmfs tree
~ 2 PB of data accessible through /cvmfs
   out  of which ~1.5 PB in external files
   proven  to scale up to 100 PB
~ > 4k container images
~ 260 repositories

● Backed by S3(+CEPH) or local storage



CernVM-FS Code and components
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Current status: CVMFS 2.12.7 (Released 2025) 

See full changelog for more details:
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https://cvmfs.readthedocs.io/en/2.12/cpt-releasenotes.html


Packaging

● Providing pre-built packages and  yum/apt 
repositories seems to be appreciated  

● cvmfs-prod  and cvmfs-testing
○ Plan to add cvmfs-devel

● Target firstly:
○ RHEL(-clones) and Debian
○ MacOS for the laptop usecase (no server tools).
○ Open to adding new ones!

● Goal: get packages into upstream repositories for 
Debian and Fedora
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yum install cvmfs
apt install cvmfs

Please do consider using also the cvmfs-testing repositories!



CVMFS on HPC
HPC sites may impose many 
restrictions. Workarounds for many 
configurations exist, but come at 
different levels of cost

13Alexandre F Boyer [CHEP 2023]

Best case:

Worst case:

https://indico.jlab.org/event/459/contributions/11803/attachments/9598/13969/LHCbHPCStateOfPractice_CHEP2023.pdf


cvmfsexec [Dave Dykstra]

For mounting cvmfs as an unprivileged user, without the cvmfs package being 
installed by a system administrator.

● 4 modes, depending on availability of certain features on the host
○ Fusermount
○ unprivileged namespace fuse mounts
○ setuid installation of singularity >= 3.4

● - No shared cache on system
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For when you have no admin privileges!



CVMFS Shrinkwrap

● Copies contents of CVMFS 
to a local file system
○ rsync, but more efficient ( 

keeps deduplication )

● Some experiments have 
built a whole framework to 
trace the file accesses of 
specific jobs and shrinkwrap 
only that

● Similar cvmfs_preload
● - Labor intensive
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For when you have no network connection!



Advanced cache configurations

● Use Loopback file system on cache
○ One file per repository
○ Easier on the metadata servers of cluster file system

● Use RAM cache or Tiered Cache
○ Example: https://cvmfs.readthedocs.io/en/stable/cpt-configure.html#example

● Workarounds no longer recommended:
○ NFS exports

■ Some HPC sites have tried running the cvmfs client on just one server and exporting to worker nodes 
over NFS. These installations can be made to work, but they are very inefficient, and often run into 
operational problems.

○ Parrot Connector
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For when you have no local discs!

https://cvmfs.readthedocs.io/en/stable/cpt-configure.html#example
https://cvmfs.readthedocs.io/en/stable/cpt-configure.html#sct-nfs-server-mode


Proxy / Stratum - 1 infrastructure

● Usual Site Recomendation: Stratum-1 (if possible) + Proxies as needed
● SQUID is default recommendation as it is the production workhorse in HEP.

○ For historical reasons, these proxies also need to work for the “FRONTIER” databases
○ Is a forward proxy by design

● VARNISH Cache under investigation (link to working vcl)
○ Nginx has been used as well

● New usecase with EESSI: partial stratum-1s
○ Replication with respect  to architecture

● Will need some careful design
○ Usually stratum 1s can be converted to stratum0s

● But planned to be implemented this year
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https://github.com/cvmfs-contrib/varnish-cvmfs/blob/main/cvmfs.vcl


Licenced Software / Private Repository

● Legal situation around distributing binaries of licenced software on CVMFS 
not clear

● x509 authenticated repositories are not recommended and will be deprecated

● Approach take at CERN: dedicated repository (projects.cern.ch) that is only 
available on internal network 
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Further topics
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Performance improvements

● Page Cache Tracker: Much better use of 
kernel page cache (already in 2.10)

● CVMFS_SYMLINK_CACHE possible on 
new enough FUSE/Kernel versions 
○ Requires libfuse 3.10+
○ And kernel in rhel8+

● Statfs caching
● CVMFS_USE_REFCOUNT 

○ for many-core nodes

● Coming up: More memory stability with 
improved inode invalidation in the kernel

● Bundled file download for snappier 
interactive usage
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See CHEP 2023 for more details

https://indico.jlab.org/event/459/contributions/11483/attachments/9475/13736/presentation.pdf


Jump Trading / Data on CVMFS

CVMFS used as a POSIX Filesystem view on Petabytes of Data.

See Matt Harveys presentation for more details
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https://indico.cern.ch/event/1377701/contributions/5863778/attachments/2837970/4959865/HEPIX-CVMFS-Presentation-JUMP.pdf


MacOS

● MacFUSE library stable, but requires kernel extensions enabled
○ More difficult to do with each update, currently 3 reboots

● FUSE-T is an alternative implementation using an NFS-server
○ Less mature, and less performant, but without installation procedure
○  can be used on github actions shared runners

● GSoC project in 2024 evaluated FUSE-T
○ finding few non-critical peculiarities, fixing one critical bug (in FUSE-T)
○ a major blocker (wrong directory listings) remains
○ but homebrew infrastructure, m1 builds in place

• FSKit will likely shake up filesystem APIs again, requiring further attention
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CernVM
Currently used mostly for outreach, education and data/sw preservation 
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● CernVM-Five: Container-first implementation, can be useful as 
base-image+CVMFS! 

https://github.com/cernvm/cernvm-five


Containers

● CVMFS provides tooling to unpack, store and distribute containers, with 
unpacked.cern.ch being the biggest repository:
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~$ ls /cvmfs/unpacked.cern.ch/registry.hub.docker.com/cmssw/cs8\:x86_64-d20211124
afs   build  dev      etc   lib64   mnt   proc  sbin     sys  var
bin   cvmfs  environment  home  lost+found  opt   root  singularity  tmp
boot  data   eos      lib   media   pool  run   srv      usr

● Apptainer can directly launch the container from this root file system. 
● The same benefits from using CVMFS apply! Leading to:

○ Drastically faster container startup times
○ Automatic cache management of container images on the worker nodes



Containerd snapshotter
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https://indico.cern.ch/event/1338689/contributions/6011588/


Containerd snapshotter
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Can be used with ctr, nerdctl, k8s
and now (since 24.0) docker - completely transparently
   (layers  available on CVMFS are lazy loaded, rest fetched from registry)

https://indico.cern.ch/event/1338689/contributions/6011588/


Conclusion

● CVMFS lets you stream software on-demand, eessi-ly and efficiently 
○ Mature project with long-term support

● Used by High Energy and Nuclear Physics, EESSI,, EUCLID, LIGO, LSST, SKA…
● Software preservation built in
● To get started with CVMFS https://multixscale.github.io/cvmfs-tutorial-hpc-best-practices/

○ Website: cernvm.cern.ch
○ Docs: cvmfs.readthedocs.io

● Get in touch ( vavolkl@cern.ch, github.com/cvmfs/cvmfs, 
cernvm-forum.cern.ch )! we are happy to work with you for 
improvements for the particular situation of your site 
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https://multixscale.github.io/cvmfs-tutorial-hpc-best-practices/
mailto:vavolkl@cern.ch
http://github.com/cvmfs/cvmfs

