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About me

• Computer Science & Mathematics

• Team High Performance Computing (since 2011)
• Center for Information Technology
• University of Groningen, The Netherlands

• HPC user support and training, installing software, 
HPC system administration

• EasyBuild Maintainer (since June 2021)
• Euclid: WP lead for SDC-NL infrastructure
• EESSI / MultiXscale
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Computing at the University of Groningen
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Space 
Exploration
Euclid is designed to 
explore the evolution of 
the dark Universe. It will 
make a 3D-map of the 
Universe (with time as 
the third dimension) by 
observing billions of 
galaxies out to 10 billion 
light-years, across 
more than a third of the 
sky. 

ESA
Euclid
Telescope
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Space 
Exploration
Euclid is designed to 
explore the evolution of 
the dark Universe. It will 
make a 3D-map of the 
Universe (with time as 
the third dimension) by 
observing billions of 
galaxies out to 10 billion 
light-years, across 
more than a third of the 
sky. 

ESA
Euclid
Telescope
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LOFAR
LOFAR (LOw 
Frequency ARray) is 
currently the largest 
radio telescope 
operating at the 
lowest frequencies 
that can be observed 
from Earth.

ASTRON
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GCC
Genomics 
Coordination Centre, 
UMCG/UG
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>2300 
Individual 
Researchers

100+
Publications/year



History
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History

- 60 Years of Computing
- Started with ZEBRA ("zeer eenvoudig binair 

rekenapparaat") in 1958
- 500 FLOPS!
- For chemists, astronomers and mathematicians
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Introduction System Top speed in FLOPS Memory in bytes

1958 Stantec Zebra 500 32.000

1964 Telefunken TR4 50.000 180.000

1972 CDC Cyber 74-16 1.000.000 1.000.000

1978 CDC Cyber 170/760 4.000.000 4.000.000

1989 CDC Cyber 962 5.000.000 60.000.000

1989 Convex C240 200.000.000 250.000.000

1993 Connection Machine CM5 2.000.000.000 500.000.000

1995 Cray J932 6.000.000.000 4.000.000.000

2002 Cray SV1e 60.000.000.000 32.000.000.000

2005 IBM BlueGene/L 34.400.000.000.000 3.000.000.000.000



Now
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Today

- Flagship: Compute Cluster Hábrók
- Two OpenStack clouds in two locations:

- Merlin (Data Centre Eemspoort)
- Bateleur (Data Centre CBC)

- ILSE Lab
- The Innovation Lab for Science and Education

Together with DELL, Intel, Liqid, AMD, NGD Systems, Cornelis Networks, 
Bossers & Cnossen

- Founders of EESSI 
- European Environment for Scientific Software Installations

13



Clouds

Bateleur:
23542 vCPUs
128.9 TB RAM
1.6 PB VM Storage
Bare-metal focused

Merlin:
1952 vCPUs
8.4 TB RAM
13.6 PB VM Storage
Virtualisation focused
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Hábrók

● ~20k CPU Cores
● ~200 Nodes

Intel Icelake
Intel Skylake
AMD Zen
AMD Zen 3

● 60 NVIDIA GPUs
V100, A100, 
H100, L40s

● Omni-Path
● >3 PB Storage

● Terraform + Ansible
● Rocky 8
● Slurm
● Open OnDemand
● EasyBuild
● Lmod
● ReFrame
● Apptainer
● XDMOD
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EasyBuild @ University of Groningen
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Back in the days…

- Environment Modules
- Shell scripts, manual installations, manually creating module files

- Colleague learned about EasyBuild at SC14
- Probably at 1st International Workshop on HPC User Support Tools (HUST-14)?

- Great timing, we were about to set up a new cluster
- Lmod + EasyBuild
- Almost no more manual installations
- Quite minimal build container
- Initially tried to stick to ~1 toolchain/year, modify other easyconfigs accordingly

- Too much work…
- We just install whatever is available now
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Current setup

- Rocky 8, Lmod, EasyBuild
- Restricted apps on NFS share, everything else on CVMFS
- Easystack files
- Build container and configuration similar to the EESSI one

- RPATH enabled (though without filtering $LD_LIBRARY_PATH)
- Install to /cvmfs using writable overlay
- Build tarball at the end, ingest on Stratum 0
- Transactional ingestions

- It was too early to go EESSI all the way
- No stable version yet, no GPU support
- Using an EESSI-like build procedure, without compat layer, built for Rocky 8
- EESSI is available via a module
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Local 
Stratum 1

Local Stratum 0

Squid
proxies

HPC cluster

2 cores
4 GB RAM

500 GB disk

3 cores
16 GB RAM
500 GB disk

3 cores
16 GB RAM
100 GB disk

Current setup



Current setup

- /cvmfs/hpc.rug.nl/versions/2023.01/rocky8/x86_64/
- amd/zen
- amd/zen3
- intel/icelake
- intel/skylake_avx512
- generic -> large binary installations, e.g. MATLAB

- ~2200 modules per architecture -> almost 10k in total
- ~350GB on CVMFS

- EasyBuild configuration file (environment variables) sets CUDA CC for 
specific node types

- E.g. CC 7.0 for Skylake nodes (Nvidia V100)
- Bunch of hooks for site-specific things, e.g. module load messages for 

restricted modules
- https://gitrepo.service.rug.nl/cit-hpc/habrok/cit-hpc-easybuild
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Short-term plans

- Migrate cluster from Rocky 8 to 9
- Create a new version of our local stack

- Rebuild all/new installations on top of EESSI using EESSI-extend
- Ingest to our CVMFS repository
- Use the EESSI build bot for triggering the builds

- Similar kind of setup as the dev.eessi.io repository
- See tomorrow's presentation

- This kind of setup will be shown in an EESSI webinar
- https://gitlab.com/eessi/support/-/issues/135
- Probably June 2
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EESSI 
Stratum 0

Local/ 
private 

Stratum 1

Local 
Stratum 0

Squid
proxy

Squid
proxy

HPC cluster

Short-term plans



Feedback

- EasyBuild is a great tool and has made our life much easier
- May also raise the expectations from users? 😅
- Excited to make things even easier with EESSI

- Toolchain concept can be hard to explain to users
- Unclear names (of subtoolchains) don't help

- Python environments can still be a struggle
- Conda… 😱
- Mixing libraries from modules and virtual environments
- Pip installing CUDA libraries
- We often recommend users to just pip install all required libraries 

themselves in a virtual environment
- Virtual environments created on one node type may not work on another node 

(same problem with R libraries)
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Questions
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