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Getting Started as EasyBuild Contributor

 == building and installing GCCcore/13.3.0...
  ...
  ERROR: Traceback (most recent call last):
    File "EasyBuild/4.9.3/[...]/easybuild/main.py", line 137, in build_and_install_software
      (ec_res['success'], app_log, err) = build_and_install_one(ec, init_env)
    File "EasyBuild/4.9.3/[...]/easybuild/framework/easyblock.py", line 4276, in build_and_install_one
      result = app.run_all_steps(run_test_cases=run_test_cases)
    File "EasyBuild/4.9.3/[...]/easybuild/easyblocks/g/gcc.py", line 1081, in run_all_steps
      return super(EB_GCC, self).run_all_steps(*args, **kwargs)
    File "EasyBuild/4.9.3/[...]/easybuild/framework/easyblock.py", line 4155, in run_all_steps
      self.run_step(step_name, step_methods)
    File "EasyBuild/4.9.3/[...]/easybuild/framework/easyblock.py", line 3990, in run_step
      step_method(self)()
    File "EasyBuild/4.9.3/[...]/easybuild/easyblocks/g/gcc.py", line 612, in configure_step
      cuda_cc = self.map_nvptx_capability()
    File "EasyBuild/4.9.3/[...]/easybuild/easyblocks/g/gcc.py", line 431, in map_nvptx_capability
      return sorted_gcc_cc[0]
  IndexError: list index out of range



WHY DO I USE EASYBUILD?
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● Software Developer for the performance measurement infrastructure 
Score-P
○ Main work focus: OpenMP, accelerators & compiler instrumentation

● Developing involves a lot of testing for different software versions, e.g.:
○ LLVM IR changes
○ New CUDA features
○ Changes in the OpenMP Tools Interface
○ …
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● Software Developer for the performance measurement infrastructure 
Score-P
○ Main work focus: OpenMP, accelerators & compiler instrumentation

● Developing involves a lot of testing for different software versions, e.g.:
○ LLVM IR changes
○ New CUDA features
○ Changes in the OpenMP Tools Interface
○ …

● We have a CI for that, but…
○ HPC systems do have a limited amount of versions available
○ Doesn’t really help for local development
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-------------------------
 CUDA:
-------------------------
    Versions:
       CUDA/11.7.0
       CUDA/11.8.0
       CUDA/12.0.0
       CUDA/12.1.1
       CUDA/12.2.2
       CUDA/12.3.2
       CUDA/12.4.0
       CUDA/12.5.0
       CUDA/12.6.0
       CUDA/12.8.0

------------- Core Compilers -------------
  AOCC/5.0                ROCm-LLVM/5.7.0
  Clang/trunk             ROCm-LLVM/6.0.2
  Clang/11.1.0            ROCm-LLVM/6.0.3
  Clang/12.0.1            ROCm-LLVM/6.1.2
  Clang/13.0.1            ROCm-LLVM/6.2.0
  Clang/14.0.6            ROCm-LLVM/6.3.0  
  Clang/15.0.7            aomp/18.0-0
  Clang/16.0.6            aomp/18.0-1
  Clang/17.0.6            aomp/19.0-0
  Clang/18.1.8            aomp/19.0-2
  Clang/19.1.0            aomp/19.0-3
  Clang/20.1.1            aomp/20.0-0     

● Software Developer for the performance measurement infrastructure 
Score-P
○ Main work focus: OpenMP, accelerators & compiler instrumentation

● Solution: Have software locally available
○ EasyBuild: Flexible, easily reproducible, and similar to software on 

HPC systems
○ In case where no EasyConfigs exist: Manual build…



NAIVE TRIES TO USE EASYBUILD…
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System dependencies not detected, as Arch Linux is not handled

● First tries to use EasyBuild on non-HPC system 
went… not well

● Unconventional OS (Arch Linux) not expected

● OS packages are picked up sometimes
○ Containers can help

● EasyBuild tutorial helped a lot for using it:
○ https://tutorial.easybuild.io/

● Started digging through EasyBuild & 
EasyConfigs to work around issues I ran into

● Lead to contributing fixes & local EasyConfigs

Some GCCcore versions failing when building nvptx

https://tutorial.easybuild.io/


Smaller contributions (Upstream & JSC)
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● Main focus & interests:
○ Compilers (GCC, LLVM, AOCC, …)
○ General accelerator support
○ Score-P, Scalasca and other performance tools

● For new software:
○ Used eb --search to find if ECs for 

dependencies exist (also checking PRs)
○ Create EasyConfig step by step

● For updating software:
○ Manual update, or
○ Use of --try-toolchain --experimental 

--try-update-deps



THE FIRST MAJOR CONTRIBUTION
easybuild-easyblocks#3396 : enhance custom easyblock for GCC to use with-arch option for nvptx with 13.1+
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GCC 13.3.0 on JEDI (NVIDIA GH200):

GCC 12.3.0 on JURECA-DC (AMD EPYC + NVIDIA A100):

● Build issues when trying to use offloading in GCC
● Found release entry for GCC 13:

The default value for the -march option can be now changed 
when building GCC using the --with-arch= configure option. 
GCC's target libraries are then build both with sm_30 and the 
specified target architecture. If not specified, GCC defaults 
to sm_30.

● Idea: Let’s use it when building GCC 13.1+



THE FIRST MAJOR CONTRIBUTION
easybuild-easyblocks#3396 : enhance custom easyblock for GCC to use with-arch option for nvptx with 13.1+
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● 1.5 months in review
● Many additional 

safety nets added
● Tested on jsc-zen3,

other JSC machines
& by reviewers

● Merged before EB 
4.9.3



BREAKING AN EASYBUILD RELEASE
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 == building and installing GCCcore/13.3.0...
  ...
  ERROR: Traceback (most recent call last):
    File "EasyBuild/4.9.3/[...]/easybuild/main.py", line 137, in build_and_install_software
      (ec_res['success'], app_log, err) = build_and_install_one(ec, init_env)
    File "EasyBuild/4.9.3/[...]/easybuild/framework/easyblock.py", line 4276, in build_and_install_one
      result = app.run_all_steps(run_test_cases=run_test_cases)
    File "EasyBuild/4.9.3/[...]/easybuild/easyblocks/g/gcc.py", line 1081, in run_all_steps
      return super(EB_GCC, self).run_all_steps(*args, **kwargs)
    File "EasyBuild/4.9.3/[...]/easybuild/framework/easyblock.py", line 4155, in run_all_steps
      self.run_step(step_name, step_methods)
    File "EasyBuild/4.9.3/[...]/easybuild/framework/easyblock.py", line 3990, in run_step
      step_method(self)()
    File "EasyBuild/4.9.3/[...]/easybuild/easyblocks/g/gcc.py", line 612, in configure_step
      cuda_cc = self.map_nvptx_capability()
    File "EasyBuild/4.9.3/[...]/easybuild/easyblocks/g/gcc.py", line 431, in map_nvptx_capability
      return sorted_gcc_cc[0]
  IndexError: list index out of range

EasyBuild 4.9.3 came out on September 14th 2024.
There was one small issue though…

Building GCC 13.1+ failed without a CUDA architecture.
All tests were done with a CUDA architecture.



BREAKING AN EASYBUILD RELEASE
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Key takeaway: 
Test EasyBlock changes with and without 
cuda-compute-capabilities



BREAKING THE EASYBUILD TEST SUITE
easybuild-easyblocks#3472 : Enhance generic Bundle easyblock to transfer module requirements of components
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● Idea: Provide EasyConfig for Intel oneAPI with SYCL plug-in 
for NVIDIA GPUs (easybuild-easyconfigs#21582)

● Using Bundle EasyBlock failed: Additional module 
requirements not transferred…

● Culprit: make_module_req_guess was not implemented.
● Solution: Copy the requirements from all Bundle 

components.

Custom module paths of oneAPI lost when using 
Bundle EasyBlock     Intel compilers not found



BREAKING THE EASYBUILD TEST SUITE
easybuild-easyblocks#3472 : Enhance generic Bundle easyblock to transfer module requirements of components
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● All CI jobs started failing
due to disk space restriction on 
runners (14 GB)

● Affected develop, 5.x, and 
all pull requests

● Changes were reverted quickly

● But what happened?



WHAT HAPPENED?
Late night analysis of what was going wrong
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● Bundle EasyBlock was creating multiple log files, 
but closed only one of them.

● Same issue was visible with 
QuantumESPRESSO EasyBlock
○ Fortunate enough that this issue was not 

triggered earlier
● Several follow-up PRs:



KEY TAKEAWAYS
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The Good The Bad

GitHub integration and testing
--new-pr, --upload-test-report

Documentation, once working with EasyBlocks or 
Framework, e.g. how logging works

Creating / updating EasyConfigs is nicely documented,
and often straight-forward.

Side-effects when changing EasyBlock / Framework.
Additional tests necessary?

Great documentation to get started with using EasyBuild (Long review times)

The large amount of software available!

Tips:
● Join EasyBuild conf. calls
● Don’t hesitate to ask if you’re running into issues!
● Look at logs to find out what failed



PERSONAL WISH LIST
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1. Also test aarch64:
a. Several build issues when setting up 

software stage on aarch64

2. Improved support for AMD GPUs / ROCm:
a. cuda-compute-capabilities only

for NVIDIA
b. No (recent) ROCm packages
c. Many packages only built for NVIDIA

3. Additional toolchain support:
a. LLVM/Clang, AOCC, ROCm, …



THANKS FOR 
YOUR TIME


