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University of Birmingham and BEAR

Birmingham Environment for Academic Research

– HPC, incl. POWER9 AI Cluster

– storage, high speed networking, GitLab



BlueBEAR and Our Users

 BlueBEAR is our Linux supercomputer

 Available for free to all researchers at the University

– We have lots of bioinformaticians

– Lots of HTC, some HPC

 Groups can purchase additional resources

 BlueBEAR v3

– started in 2012

– We do rolling updates – both hardware and software



Hardware and OS

 BlueBEAR

– Intel (Centos 7)

Sandybridge

Haswell / Broadwell + GPUs (/ SkyLake + GPUs)

CascadeLake

– IBM (RHEL 7)

POWER9 + GPUs

 BEARCloud / CaStLeS VMs

– Intel CPUs (Centos 7 or Ubuntu 16.04)

NFS and no-Infiniband



2020 Software Installs

 Over 1000 installations in 2020

 GCCcore 343

 foss 485

 fosscuda 106

 intel 29

 intelcuda 3

 2018b 28

 2019a 92

 2019b 586

 2020a 254



EasyBuild at Birmingham

 Started using EasyBuild in 2016

 All installations are by request

– We decide on which toolchain to use for the installation

 Generally we have two active toolchains generations for installation

– Currently 2020a and 2019b

 Module paths are set automatically on each system

 We have only a few users who self build software



OS Upgrade

 Upgrade to CentOS 8 / RHEL 8

– Installed (nearly) all existing software

2018b (x86_64) and 2019a (POWER9)

 CentOS announcement ~1 week before planned upgrade

– Upgrade of GPU nodes and POWER9 went ahead

– CPU-only nodes remain on CentOS 7

 SLES, RHEL, OpenSUSE, Rocky, something else?

– We’ve not yet decided…



MPI

 Intel MPI issues

– Crashes on CentOS 8 (#11762)

– MLX provider in libfabric not working (#10213)

 Intel MPI: 2% of our 2020 installs use it

 Lots of time for very few applications

 Decided that we’d go with iomkl

– Already using OpenMPI



Open OnDemand

 “Open OnDemand is an NSF-funded open-source HPC portal 

based on OSC’s original OnDemand portal. The goal of Open 

OnDemand is to provide an easy way for system 

administrators to provide web access to their HPC resources”

– https://openondemand.org/

 GUI Applications: ANSYS, ABAQUS, MATLAB, ParaView, …

 JupyterLab, RStudio Server, VS Code

 Shell access, File browser



Baskerville

 National Tier 2 Accelerated 

Compute Facility

 Funded following the 2019 Tier 2 

HPC round

 “Fundable” but insufficient funding 

at the time

 Led by University of Birmingham –

Professor Iain Styles

 Housed in our dedicated research 

data centre



Baskerville: Compute Nodes

 46 1U systems, each with:

– 2x Intel Xeon next generation CPUs

– 512GB RAM

– 960GB NVMe SSD

– HDR Infiniband (200Gbps)

– 4x NVIDIA A100-40 GPUs, with NVLINK

– Lenovo Liquid cooled

– Plate rating: 53.4 TFlops per node



Baskerville: Storage and Data Transfer

 Lenovo DSS-G – running IBM Spectrum Scale

– ~500TB usable flash (96 drives)

– ~5.2PB usable spinning disk (418 drives)

 Will include Globus end point for data transfer



Thanks


