
ERRATUM TO

“IMPRECISE CONTINUOUS-TIME MARKOV CHAINS:

EFFICIENT COMPUTATIONAL METHODS WITH

GUARANTEED ERROR BOUNDS”

To our great regret, it has come to our attention that Proposition 11 in
our contribution [2] to the ISIPTA’17 conference—which is also given in
the first two versions of the extended preprint [1] available on arXiv—is not
correct. Fortunately, however, none of the other results in [2] depend on
Proposition 11, and the main conclusions and contributions of the paper
therefore remain intact.

The issue with the proof of Proposition 11—which we provide in the
first two versions of the arXiv preprint [1]—is that we make the following
erroneous deduction in its second part: “As we just proved that XR 6⊆ A, it
must hold that XR ⊆ Ac.” Clearly, XR 6⊆ A does not imply that XR ⊆ Ac,
but only that XR ∩ Ac 6= ∅. There is no hope of fixing the proof, because
there is a counterexample that shows that the statement of Proposition 11 is
false. We have added this counterexample to the third version of our arXiv
preprint; the interested reader can consult it there.
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