A study of the performance of a generalized exceedance algorithm for detecting noise events caused by road traffic
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\begin{abstract}
A key question for road traffic noise management is whether prediction of human response to road traffic noise could be improved by accounting for noise events instead of, or in addition to, energy equivalent or percentile measures of noise exposure. However, there is a critical prior question: how should noise events in road traffic be measured? Even at moderate traffic flow rates, detecting and counting noise events caused by road traffic is not a trivial exercise, and as yet there is no generally accepted noise event detection algorithm. This paper investigates the performance of a generalized exceedance algorithm for detecting noise events, constructed on the basis of the literature on noise events caused by road traffic. For this purpose, a microscopic traffic simulation model, coupled to an emission model that accounts for distributions of sound power levels of individual vehicles, is used to simulate one-hour time histories of the noise level in the proximity of a roadway, for an exhaustive set of traffic flow/composition and propagation distance conditions in unshielded locations. The validity and reliability of the number of noise events detected by the generalized algorithm in these one-hour time histories is then evaluated for a range of algorithm parameter sets. By discarding parameter sets that do not result in an algorithm that returns valid or reliable counts, and by examining redundancy in the remaining ones, a small number of representative parameter sets is identified, which may prove useful in the construction of event-based indicators supplementary to energy-equivalent measures of road traffic noise.
\end{abstract}

1. Introduction

A noise event in the sound from a stream of road traffic is a discrete component of the sound signal that stands out, or emerges, from the rest of the signal generated by the traffic stream. It is most often the result of the passage of an individual loud vehicle, or succession of vehicles, or even the passage of a not particularly loud vehicle heard against a quieter background in situations of low traffic flow. The term noise event has been used extensively across road, rail and air transport modes (e.g. \cite{1–5}). Synonyms for noise events, and other related terms describing event concepts, are: \textit{maxima} \cite{6}, \textit{emergences} \cite{7,8}, \textit{noise peaks} \cite{8}, peak \textit{or max dB(A) levels} \cite{9}, or peak noise/sound levels \cite{10–14}. Also used is the non-acoustic term vehicle passby \cite{15}. In the literature of noise events, reference to peaks in road traffic noise signals (as in \cite{16,17}) are to noise events as described above, not to the peak sound pressure. A related concept, but defined instead as an instant of attention focus by an individual on the physical occurrence of a noise event, is the concept of notice events \cite{17,18}. Noise events in traffic noise streams have also been described in inverse, using terms such as lulls \cite{19}, noise-free intervals or windows \cite{20}. Noise events in transport noise signals are of interest because of the role they may play in human response to the noise, including disturbance to sleep, annoyance, interference with activities, cardiac responses, and effect on children in schools. Brown \cite{21} has provided an overview of the scattered, but persistent, evidence regarding the effects of noise events in road traffic streams on human response. The presence of events is postulated to result in effects beyond those attributed to the level of road traffic noise exposure itself—the latter measured through conventional indicators such as $L_{Aeq}$ and $L_{A10}$. The Environmental Noise Directive \cite{22} notes the potential use of noise events as supplementary to the standardized energy-based indicators of noise exposure, though there appears to be limited application of such supplementary indicators to date. The WHO \cite{23} suggests that events be measured by a combination of number of events and their level, but also noted that as yet there was no generally accepted way to count the number of events. For aircraft noise, measurement of noise events from overflights is standardized (e.g. \cite{24}) and counts of events, or measures such as SEL, are relatively straightforward because of the time separation between
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successive overflights. However, road traffic can have much shorter vehicle headways, resulting in problematic event detection and counting, even at moderate traffic flow rates [25–27]. Apart from their role in potentially explaining human response to certain traffic noise conditions, there is also an interest in road traffic noise events as an intermediate step in the estimation of energy measures of the whole traffic flow noise signal, or in the estimation of uncertainty measures due to the variability of the acoustic sources in time (as in [28]). The latter applications are not considered further in this paper.

This study applies a rigorous approach to the exploratory definition and measurement of noise events from road traffic—something essential given the largely ad-hoc approaches to event measurement in road traffic noise streams to date. In Section 2 we compile and categorize different formulations of event-based indicators relevant for road traffic noise that have appeared in the literature; formalize a general conceptualization of road traffic noise events based on these; systematically extend the set of event indicators to cover all relevant and realistic exceedance dimensions; and develop a formal approach to the detection of these events in time histories of road traffic noise. We then examine, through a modelling study, the behavior of this generalized event detection algorithm across acoustic conditions generated from a wide range of traffic parameter and propagation distance conditions found near roadways. The conditions we utilize are, effectively, the population of acoustic conditions that can exist near roadways where there is direct propagation of sound from traffic sources to receivers (that is, excluding only situations with roadside barriers or shielding by urban infrastructure). We also examine the limits on the likely repeatability of measurement of different noise event measures in practice, and the sensitivity of counts of noise events to the parameters of the event detection algorithms that define them. Finally, the wide range of parameter value combinations of the generalized noise event detection algorithm, based on exceedance, is narrowed to a smaller, hence more manageable in future work, valid, reliable set.

The research methodology of the modelling study is outlined in Section 3, and the results are analyzed in Sections 4 and 5. The intent of this paper is to rigorously and comprehensively report counts of noise events arising from different possible algorithm definitions for detecting noise events in road traffic, the interrelationships between these alternatives, and any practical limitations on their use. Our focus is on alternative ways in which noise events in road traffic noise might be measured, and on the sensitivity of the number of noise events to different traffic and distance conditions for the different formulations of a noise event. Increasing the rigour and the understanding of the occurrence and measurement of road traffic noise events in this way is a prerequisite to future studies that may seek to develop relationships between the level and number of noise events in road traffic streams, and human responses to events in terms of annoyance and sleep disturbance—and to attempts to limit or manage exposure to events.

2. Noise events

Estimation of noise event metrics in the sound level signal caused by traffic noise requires a two-step procedure. Firstly, individual events in the time history of the traffic noise signal have to be identified using a detection algorithm based on a set of criteria, for example the instantaneous sound level exceeding a predefined threshold. Secondly, once individual events are identified, summary indicators can be calculated, such as the total number or total duration of all noise events over the period of interest. Sections 2.1 and 2.2 focus on the first stage of identifying noise events based on detection algorithms used in literature over the past decades. These are reviewed, and a generalized noise event detection algorithm is proposed. With events detected by a specific algorithm, noise event metrics for the period of interest can then be calculated. Section 2.3 summarizes different noise event metrics that have been proposed in the same body of literature—though in this paper, the focus is primarily on the number of noise events.

2.1. Noise event detection in literature

A wide range of algorithms, protocols, or criteria, have been reported in the literature for identifying noise events within a time series of A-weighted sound levels—usually from road, rail or aircraft sources. These algorithms have been built into noise measurement equipment systems (e.g. [29]), used in experimentation or field studies (e.g. [30]), or sometimes just postulated as possible approaches to event detection. To date, there is no agreement regarding the appropriate algorithm for event detection in road traffic noise streams. This study makes no a priori assumptions regarding identification of a noise event. Although noise event detection algorithms have typically been constructed ad hoc, a general commonality among algorithms is that they utilize exceedance of some threshold of the instantaneous sound level of the traffic noise signal. Three main categories of algorithms can be identified, which differ in how this threshold is constructed.

In the first category of algorithms, the threshold for noise event detection is set to a predefined, fixed value. Typical values for this threshold range from 45 dB(A) for identifying events in indoor situations with closed windows [31] to 80 dB(A) for detecting events in outdoor situations [8,32]. Some authors [1,30,33] have adopted variable thresholds, even within the same study, depending on vehicle flow rates (higher thresholds being used with higher flow rates). In the second category of algorithms, events are detected when the instantaneous sound level emerges by a specified amount above a predefined background level [26,34,35]. The first category of algorithms can be seen as a subset of the second category, in which the emergence is set to zero. In the third category, events are detected when the instantaneous sound level emerges by a specified amount, typically 3–15 dB(A), above another conventional traffic noise indicator, such as $L_{A50}$ [36,37], $L_{A50}$ [7,38] or $L_{A50}$ [25,39], this way used as an adaptive threshold.

In their suggested event algorithms, most authors have implemented additional decision rules as to whether to retain or reject exceedances above the threshold as noise events. A first criterion commonly encountered is based on the duration of the exceedance. For example, events may have to last for at least 2–3 s, before they are counted [1,25,33,38]. In [31], a much longer minimum event duration of 30 s is used, but their detection algorithm is mainly directed towards air and railway traffic noise events. In [29,25], in addition, a maximum duration is set on the length of an event. Another criterion is based on the time between events. A minimum time gap between noise events can be set to implement an elementary hysteresis effect into the detection algorithm [25,29,39]. This overcomes the problem of multiple event registrations of a single event with irregular rise or decay pattern, and it responds to the (untested) notion that multiple events in short sequence are likely to be perceived as a single event, or that the disturbances caused by multiple events might be experienced as one disturbance.

Table 1 summarizes the parameters for a number of transportation noise event detection algorithms found in literature. This table is not meant to be comprehensive, but gives an idea of the ranges of parameters that have been used in literature, and this has guided the research methodology that will be presented in Section 3 below. For each reference, Table 1 indicates the type of noise source that the algorithm has been designed for, and the situation in which it has been applied (noise events detected indoor or outdoor). Typically, the instantaneous A-weighted sound level envelope of the noise signal is used as the time series, but various time weighting ($S/P$) and sampling rates can be found (see [27]). Often not all details were reported as to the basis on which noise events were detected. Note that here, only detection algorithms that are based solely on (the time history of) the sound signal are discussed. There are other approaches, such as those in which event time periods are set a priori based on data from an external database, e.g. for airplane overflights, those in which there is human intervention in selecting events, or those that apply more general pattern recognition
techniques to identify outliers (e.g. [40]). These approaches are outside the scope of this work.

### 2.2. A generalized noise event detection algorithm

Based on the overview of the literature in Section 2.1, a generalized noise event detection algorithm based on exceedance is proposed. The approach is illustrated in Fig. 1, in which an example of a sound level time history $L_t(t)$ is shown. The onset of the $i$th noise event at time $t_i$ is detected when the instantaneous level exceeds a threshold $L_A$. This threshold itself consists of a background level $L_B$ and an emergence $E$,

$$L_A = L_B + E$$

and may vary in time (e.g. when the background level $L_B$ is set to an adaptive value such as $L_{Aeq,30}$ calculated over a limited period of time). The end $t_f$ of the noise event is reached when the sound level drops below the threshold $L_A$. Other characteristics of the $i$th noise event are its duration $\tau_i = t_f - t_i$, the time gap (or noise free interval) since the previous noise event $\tau_{g,i} = t_i - t_{i-1}$, the maximum sound level $L_{Amax,i}$, the time $t_{max,i}$ when this maximum sound level within the event is reached, and its event sound exposure level $SEL_{AE,i}$.

$$SEL_{AE,i} = 10 \log_{10} \left( \int_{t_{1,i}}^{t_{2,i}} 10^{L_{A}(t)/10} \, \mathrm{d}t \right)$$

(2)

These additional characteristics can be used to retain/reject particular events. Table 1 shows the values for the parameters $L_B$ and $E$, and the ranges for the parameters $\tau_i$ and $\tau_{g,i}$ used in the references.

### 2.3. Summary metrics based on detected noise events

Once individual noise events are detected, summary indicators can be calculated over a given period of interest. Table 2 gives an overview of some summary metrics that others have proposed (again, this list is not meant to be exhaustive). According to Marks et al. [43], summary metrics can be categorized into those that characterize the microstructure or the macrostructure of the sound signal time history. The former characterize the properties of individual events whereas the latter characterize the succession of noise events. These categories are separated in Table 2 by a horizontal line. In practice, for road traffic noise, both categories depend on quite different physical drivers. The acoustical microstructure of noise events depends mainly on vehicle type and source strength of the vehicles on the roadway, on the speed at which they are travelling, and on the distance from the roadway sources to the receiver. By contrast, the acoustical macrostructure

---

**Table 1**

Various noise event detection algorithms for transportation noise found in literature ($L_e =$ threshold level; $E =$ emergence; $\tau_i =$ event duration; $\tau_g =$ time between events).

<table>
<thead>
<tr>
<th>Reference</th>
<th>Source type</th>
<th>Application</th>
<th>Envelope</th>
<th>$L_B$</th>
<th>$E$</th>
<th>$\tau_i$</th>
<th>$\tau_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ribeiro et al. [41]</td>
<td>road/rail/air</td>
<td>outdoor</td>
<td>$L_{Aeq,30}$</td>
<td>65 dB(A)</td>
<td>0 dB(A)</td>
<td>$\leq 25 \text{s}$</td>
<td>$\geq 3 \text{s}$</td>
</tr>
<tr>
<td>Murray [29]</td>
<td>road</td>
<td>outdoor</td>
<td>$L_{A@250ms}$</td>
<td>70 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 2 \text{s}$</td>
<td>$\leq 5 \text{s}$</td>
</tr>
<tr>
<td>Fidell et al. [33]</td>
<td>air</td>
<td>indoor</td>
<td>$L_{A@500ms}$</td>
<td>75 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 1 \text{s}$</td>
<td>$\leq 6 \text{s}$</td>
</tr>
<tr>
<td>Sato et al. [42]</td>
<td>road</td>
<td>outdoor</td>
<td>not specified</td>
<td>70 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 4 \text{s}$</td>
<td>$\leq 8 \text{s}$</td>
</tr>
<tr>
<td>Lambert et al. [32]</td>
<td>rail</td>
<td>outdoor</td>
<td>not specified</td>
<td>75 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 6 \text{s}$</td>
<td>$\leq 10 \text{s}$</td>
</tr>
<tr>
<td>Hall et al. [31]</td>
<td>road/rail/air</td>
<td>@ 1 s</td>
<td>$L_{A@1s}$</td>
<td>85/90/95/100 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 3 \text{s}$</td>
<td>$\leq 6 \text{s}$</td>
</tr>
<tr>
<td>Taylor et al. [30]</td>
<td>road</td>
<td>outdoor</td>
<td>not specified</td>
<td>85/90/95/100 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 4 \text{s}$</td>
<td>$\leq 8 \text{s}$</td>
</tr>
<tr>
<td>Can et al. [8]</td>
<td>road</td>
<td>outdoor</td>
<td>$L_{Aeq,30}$</td>
<td>75 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 1 \text{s}$</td>
<td>$\leq 3 \text{s}$</td>
</tr>
<tr>
<td>Fidell et al. [1]</td>
<td>air</td>
<td>indoor/outdoor</td>
<td>$L_{A@2s}$</td>
<td>70/80 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 2 \text{s}$</td>
<td>$\leq 4 \text{s}$</td>
</tr>
<tr>
<td>Müller et al. [34]</td>
<td>air</td>
<td>indoor/outdoor</td>
<td>$L_{A@125ms}$</td>
<td>not specified</td>
<td>4 dB(A)</td>
<td>$\geq 2 \text{s}$</td>
<td>$\leq 6 \text{s}$</td>
</tr>
<tr>
<td>Mietlicki et al. [35]</td>
<td>road</td>
<td>outdoor</td>
<td>not specified</td>
<td>10 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 2 \text{s}$</td>
<td>$\leq 3 \text{s}$</td>
</tr>
<tr>
<td>Griefahn et al. [26]</td>
<td>road/rail</td>
<td>indoor</td>
<td>not specified</td>
<td>10 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 2 \text{s}$</td>
<td>$\leq 3 \text{s}$</td>
</tr>
<tr>
<td>Wunderli et al. [36]</td>
<td>road/rail/air</td>
<td>outdoor</td>
<td>$L_{Aeq,30}$</td>
<td>15 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 2 \text{s}$</td>
<td>$\leq 4 \text{s}$</td>
</tr>
<tr>
<td>Campbell and Isles [37]</td>
<td>road</td>
<td>outdoor</td>
<td>$L_{eq,25ms}$</td>
<td>3 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 2 \text{s}$</td>
<td>$\leq 4 \text{s}$</td>
</tr>
<tr>
<td>De Coensel and Botteldooren [38]</td>
<td>road</td>
<td>indoor/outdoor</td>
<td>$L_{A@1s}$</td>
<td>10 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 2 \text{s}$</td>
<td>$\leq 4 \text{s}$</td>
</tr>
<tr>
<td>Beaumont and Semidor [7]</td>
<td>road/rail</td>
<td>outdoor</td>
<td>$L_{A@1s}$</td>
<td>15 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 2 \text{s}$</td>
<td>$\leq 4 \text{s}$</td>
</tr>
<tr>
<td>Aasvang et al. [25]</td>
<td>road/rail</td>
<td>indoor/outdoor</td>
<td>$L_{A@5s}$</td>
<td>10 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 2 \text{s}$</td>
<td>$\leq 4 \text{s}$</td>
</tr>
<tr>
<td>Aasvang et al. [25]</td>
<td>road/rail</td>
<td>indoor/outdoor</td>
<td>$L_{A@15s}$</td>
<td>10 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 2 \text{s}$</td>
<td>$\leq 4 \text{s}$</td>
</tr>
<tr>
<td>Tulen et al. [39]</td>
<td>road</td>
<td>indoor</td>
<td>$L_{Aeq,30}$</td>
<td>10 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 2 \text{s}$</td>
<td>$\leq 4 \text{s}$</td>
</tr>
</tbody>
</table>

---

**Table 2**

Summary metrics based on detected noise events.

<table>
<thead>
<tr>
<th>Source type</th>
<th>Application</th>
<th>Envelope</th>
<th>$L_B$</th>
<th>$E$</th>
<th>$\tau_i$</th>
<th>$\tau_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>road/rail/air</td>
<td>outdoor</td>
<td>$L_{eq}$</td>
<td>55 dB(A)</td>
<td>0 dB(A)</td>
<td>$\leq 25 \text{s}$</td>
<td>$\geq 3 \text{s}$</td>
</tr>
<tr>
<td>road/rail/air</td>
<td>outdoor</td>
<td>$L_{eq,10min}$</td>
<td>65 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 2 \text{s}$</td>
<td>$\leq 5 \text{s}$</td>
</tr>
<tr>
<td>road/rail/air</td>
<td>outdoor</td>
<td>$L_{eq,5min}$</td>
<td>70 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 4 \text{s}$</td>
<td>$\leq 8 \text{s}$</td>
</tr>
<tr>
<td>road/rail/air</td>
<td>outdoor</td>
<td>$L_{eq,1min}$</td>
<td>75 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 1 \text{s}$</td>
<td>$\leq 3 \text{s}$</td>
</tr>
<tr>
<td>road/rail/air</td>
<td>indoor/outdoor</td>
<td>$L_{eq,1min}$</td>
<td>80 dB(A)</td>
<td>0 dB(A)</td>
<td>$\geq 2 \text{s}$</td>
<td>$\leq 4 \text{s}$</td>
</tr>
</tbody>
</table>

---

**Fig. 1.** Parameters of the generalized sound event detection algorithm.
depends mainly on the volume of traffic on the roadway.

By far the most commonly used macroscopic metric is simply
the number $N$ (also noted as NNE) of noise events over a period of interest
with duration $T$. This number can be normalized to a particular time
unit, such as the number of events per hour, and can be counted in bins
according to the maximum level of the noise event. Referring to
the notion of the threshold that is used to detect noise events, this metric
is also sometimes called the “number above threshold” $N_{TA}$. A second
metric is the total (cumulative) duration $T_{e}$ of noise events, sometimes
called “time above threshold” $TA$. A related metric is the mask index
$MI$, defined as the fraction of time that noise events are detected [8].
In contrast, one may also consider the noise free intervals as the relevant
metric (see e.g. Roberts et al. [19]), and define the total and average
duration of noise free intervals (or the “time below threshold” $TB$).

Examples of microscopic metrics are the average and worst case
maximum level of noise events, the average rise time of noise events, or
the total sound exposure level of noise events, defined in Table 2. Two
additional metrics are the intermittency ratio $IR$ [36] and the
unexpectancy $U$ [44]. The intermittency ratio is defined as the ratio of
the event-based sound energy to the total sound energy in the traffic noise
signal. The possibility of calculating energy-equivalent sound level
metrics on only that part of the sound signal above some threshold has
been suggested several times in the past [18,45]. The unexpectancy is
defined as a linear combination of the variance of the maximum levels
of the sequence of events and the variance of the temporal gap between
successive events, with $a$ and $b$ being constants (no values are given in
[44]). The rationale behind this metric is the hypothesis that when
events are regular in succession, such as with trains passing by, they are
much more predictable, whereas for irregular events such as originating
from air or road traffic, they are not expected.

In this paper, only the macrostructure summary metric, number of
noise events, will be considered.

### Table 2: Overview of macrostructure and microstructure summary metrics of noise events.

<table>
<thead>
<tr>
<th>Description</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of noise events</td>
<td>$N = \sum_{i=1}^{N} t_{e,i}$</td>
</tr>
<tr>
<td>Total duration of noise events</td>
<td>$T_e = \sum_{i=1}^{N} t_{e,i}$</td>
</tr>
<tr>
<td>Average duration of noise events</td>
<td>$T_{\overline{e}} = \frac{T_e}{N}$</td>
</tr>
<tr>
<td>Mask index [8]</td>
<td>$MI = \frac{T_e}{T}$</td>
</tr>
<tr>
<td>Total duration of noise free intervals</td>
<td>$T_{f} = \sum_{i=1}^{N} t_{f,i}$</td>
</tr>
<tr>
<td>Average duration of noise free intervals</td>
<td>$T_{\overline{f}} = \frac{T_f}{N}$</td>
</tr>
<tr>
<td>Average maximum level of noise events</td>
<td>$A_{max,i} = \frac{1}{N_{ta}} \sum_{i=1}^{N} A_{max,i}$</td>
</tr>
<tr>
<td>Worst case maximum level of noise events</td>
<td>$L_{max,i} = \max_{i} [L_{Amx,i}]$</td>
</tr>
<tr>
<td>Average rise time of noise events</td>
<td>$A_{max,i} = \frac{\sum_{i=1}^{N} t_{max,i}}{N}$</td>
</tr>
<tr>
<td>Total sound exposure level of noise events</td>
<td>$SEL_{TA} = 10 \log_{10} \sum_{i=1}^{N} 10^{SEL_{e,i}/10}$</td>
</tr>
<tr>
<td>Intermittency ratio [36]</td>
<td>$IR = \frac{100}{10^{SEL_{TA}/10}}$</td>
</tr>
<tr>
<td>Unexpectancy [44]</td>
<td>$U = a \log_{e} (N_{Amx,i}) + b \log_{e} \left( \frac{\text{var}(t_{e,i})}{t_{e}} \right)$</td>
</tr>
</tbody>
</table>

### 3. Methodology

The overall methodology involves testing how different formulations
of event detection perform across the population of acoustic
conditions that exist near roadways. A modelling approach was adopted
as this provides the ability to test the generalized algorithm against
time histories of traffic noise generated for all likely situations. In these,
traffic flow variables, and the propagation distance from roadway to
receiver, covered a full range of realistic values, and these could be
varied independently—something that would be largely impractical
using data gathered in field measurement studies. The modelling study
follows a two-stage approach. Firstly, the time history of instantaneous
sound level is simulated for a large set of road traffic noise exposure
scenarios (Sections 3.1–3.3). Secondly, an extensive set of alternative
parameter values of the generalized exceedance algorithm (Section 3.4)
is utilized to detect and count noise events in these time histories.
Analysis focuses on the repeatability of the counts of events when using
different parameter values in the exceedance algorithm, and on ex-
amining, and reducing, redundancy in the results obtained from the
many alternative formulations of event detection.

#### 3.1. Simulation of instantaneous sound level

The instantaneous sound level in free field caused by road traffic is
simulated using the road traffic noise pattern simulation model de-
scribed in De Coensel et al. [46]. This model, called Noysim2, combines
a microscopic simulation of road traffic with an instantaneous vehicle
noise emission and a point-to-point sound propagation model. Aimsun,
a commercially available microscopic road traffic simulation model
(distributed by TSS Transport Simulation Systems), is used to simulate
the traffic. In particular, given a road network, vehicle fleet properties
and aggregated traffic demand data, the movement of individual ve-
hicles is simulated, and the instantaneous position, speed and accel-
eration of each vehicle at each timestep during a predefined simulation
period is provided.

Subsequently, the instantaneous emission of all sources is calculated
using a noise emission model that includes distributions of vehicle
sound power levels [46]. This model is based on the Imagine road
traffic noise emission model [47], to which a per-vehicle correction is
added that accounts for the distribution in sound power emitted by
individual vehicles within different categories. Correction distributions
were constructed based on a large set of roadside measurements [48].
Using individualized vehicle emission laws, this road traffic noise
emission model accounts for the influence of vehicles that are produc-
ing more/less noise than the average vehicle.

Finally, the output of the Noysim2 road traffic noise simulation model
consists of the time history of the instantaneous sound level at the
location of the receiver, calculated in 1/3-octave bands using the
ISO 9613 sound propagation model [49]. As only broadband road
traffic noise exposure is considered in this work, all sources have a si-
milar emission spectrum. Spectral aspects are therefore neglected in
first order, and only the A-weighted instantaneous sound level at the
receiver is considered. Psychoacoustic effects such as frequency
masking, and the differential effect on the frequency spectrum of
transmission of the road traffic noise signals through building envelope
components, are thus outside the scope of this work. More details about
the Noysim2 model and its operation can be found in De Coensel et al.
[46].

#### 3.2. Noise exposure scenarios

The modelling is based on a receiver adjacent to a straight dual-lane
roadway carrying uninterrupted traffic. This is a setting encountered
in rural areas, but also in urban areas away from intersections or signal
controls. A wide range of road traffic noise exposure scenarios were
modelled, even for this simple geometry, by varying traffic flow vari-
able and the distance between the receiver and the road. Fig. 2 shows a
schematic drawing of the setting, together with the values used in the
construction of the scenarios.

By using a broad range for each of the variables, the idea is that the
modelled scenarios include the population of noise conditions that
could occur, in reality, along a single road link. An exhaustive set of
scenarios is created by varying the speed limit (60 km/h or 100 km/h),
the traffic demand (from 5 to 5000 vehicles/h), the percentage of heavy
vehicles (from 0% to 100%), and the distance to the road (from 7.5 m to
120 m), as shown in Fig. 2. The total number of unique scenarios thus equals $2 \times 10 \times 5 \times 5 = 500$. This simplified geometry is adequate for the purpose of this study, but more complex road network configurations could be modelled by the same system, where multiple roadway links, roadway intersections, and signalized controls on traffic could be introduced. The analysis is restricted to uninterrupted flow road traffic streams, in contrast to situations where traffic is congested or is known to be controlled by traffic signals or other devices (as in [8]). A rigorous investigation into the influence of different parameter values of the generalized algorithm for the detection of noise events from freely flowing road traffic streams is a prerequisite to any later application to interrupted traffic flow conditions. Note that the modelled settings also consider only unobstructed propagation, excluding situations with roadside barriers or shielding by urban infrastructure. We could have included the latter in our modelling, but as their effect is to reduce the emergence of peaks of passing vehicles above roadway background levels at receivers, obstructed propagation scenarios would not add unique dimensions to the population of noise scenarios that were modelled in this study.

The duration of each simulation was set at 1 h, with a timestep of 125 ms. The selected timestep allows for a good temporal resolution of the simulations, and equals the shortest sample interval found in the literature overview in Section 2.1. The choice of simulation duration was chosen as a compromise between simulation variability and real-life measurement pragmatics. On the one hand, variability between simulation runs can be expected due to the stochastic nature of the simulation model, and this variability is reduced by increasing the simulation duration. On the other hand, eventual field measurements based on the generalized event detection algorithm being examined, or potential future application of number of noise events as a noise limit, require that the measurement duration is kept within practical limits, and a 1 h period for these seems appropriate. The actual 1 h simulation runs included an additional warm-up period of 5 min. Vehicles are loaded onto the network at the entry of the road, randomly distributed in time according to a negative exponential distribution.

The simulation for each unique scenario was repeated 30 times, resulting in a total of 15,000 simulation runs ($30 \times 500$) of 1 h time histories of road traffic noise levels near the roadway.

### 3.3. Building attenuation and background level

In general, standards and criteria for road, rail and air traffic noise are specified as limit levels outside of buildings (either free field, or as incident on or near the external façade). Most of these limits originated from exposure-effect studies in which exposure was measured outside of dwellings, and people’s annoyance, or some other effect, assessed whilst inside the dwelling. All predictions, mapping of exposure, assessment and (most) management of transportation noise is thus performed using outside noise levels, but with the outside noise level limits set to manage indoor human response.

There is a major difference in the consideration of noise events: most laboratory or field studies of sleep disturbance have used noise stimuli specified in terms of levels at the sleeper’s ear—that is indoor levels. Thus any future limit criteria for noise events is appropriately based on indoor levels. For this study, in order to relate the simulated outdoor noise level time histories to noise exposure limits for sleep disturbance based on indoor levels, outdoor time histories have to be modified by the attenuation provided by building façades (obviously façade attenuation is frequency dependent, but for present purposes a consideration of A-weighted attenuations is sufficient). Outside-to-inside attenuation of dwellings is critically dependent on the state of closure of windows in the sleeping room and, if closed, window size and sound reduction of the window. Furthermore, human behavior with respect to window operations significantly alters the level of attenuation, and there is likely a different behavior between summer and winter, tropical and temperate climates, air-conditioned or heated premises, etc. There are divergent estimates of the effect of the building envelope and of the state of window closure on the outdoor/indoor difference in levels of noise event maxima. Marks et al. [43], assuming tilted windows, applied a 15 dB(A) attenuation to outdoor free-field measured noise levels they presented to sleepers indoors. Measurements by Aasvang et al. [25] showed mean attenuation values of 26 dB (A) for closed windows, and 11–24 dB(A) for open windows. Müller et al. [34] found median attenuation values of 14, 18 and 28 dB(A) for open, tilted and closed windows respectively. The Night Noise Guidelines for Europe [23] adopts an average insulation value of 21 dB(A) for outside to inside attenuation, noting that a large part of the population in Europe sleeps with windows slightly open.

In addition to estimating the time history of road traffic noise indoors by accounting for the building envelope attenuation, there is a need for additional consideration of the background levels experienced indoors, i.e. the levels against which noise events from passing vehicles emerge. In urban areas, the outdoor background signal is likely to originate from traffic on the road network at most hours of the day, except during the late night/very early morning hours of low urban traffic flow. At those times, the background signal may be from insects or other natural sounds, as would be the case in lower trafficked urban or rural areas. By contrast, the indoor background signal may additionally be set by internally generated sources within the building, such as refrigerators, clocks, ventilator fans or similar. Both building envelope attenuation and background level have an effect on the emergence of noise events, and consequently, the outcome of any algorithm that counts noise events based on their emergence from the background.

In order to address the application of noise event detection algorithms to assess indoor human response to noise, the parameter study performed in this work is based on the indoor sound. For the purposes of this study, this is illustrated by considering just two conditions for building envelope attenuations: fully open and fully closed windows. Using the mixed evidence described above, an outside to inside attenuation of 5 dB(A) is applied for the windows open condition. For the closed windows, a building insulation of 25 dB(A) is used. Additionally, to simulate the indoor time history, an internally generated level of 35 dB(A) is added to the simulated road traffic time history experienced indoors. It can be foreshadowed that this internally generated level of 35 dB(A) only affects those scenarios which generate relatively low

![Fig. 2. Schematic drawing of the simulated setting, together with variable value ranges.](image-url)
noise exposures, i.e. those with low traffic volumes or at relatively large distance from the road, and for all closed window conditions.

We thus base this examination of the performance of the generalized noise event detection algorithm for different parameter values on building-attenuated time histories of road traffic noise signals as they would be experienced indoors. We do note, however, that for longer-term practical application within the current paradigm of noise management based on outside levels, the specific limits on indoor noise event levels (e.g. for sleep protection), would require translation to an equivalent outdoor event limit.

3.4. Noise event detection algorithm parameter ranges

For each of the simulated scenarios, and for both building envelope conditions considered, noise event counts are generated using the generalized noise event detection algorithm outlined in Section 2.2, by varying two main parameters of the algorithm: the detection threshold \( L_d \) and the minimum time gap \( \tau_g \) between events. For the detection threshold, both the fixed and adaptive case is considered. Fixed thresholds vary from 45 to 75 dB(A) in steps of 5 dB(A) (in a pilot study, also higher limits of 80, 85 and 90 dB(A) were considered, but such high thresholds did not lead to results that were repeatable and/or sensitive to changes in traffic parameter or distance conditions). The adaptive thresholds considered apply \( L_{AQ}, L_{AQ} = \) as background level \( L_q \), and 3, 5, 10 and 15 dB(A) as minimum emergences \( E \) above \( L_q \). In this study, the adaptive thresholds \( L_{AQ}, L_{AQ} = \) are calculated over the full 1 h simulation duration; in continuous measurement applications, one could consider to use a moving time window. Four alternatives were used for the minimum time gap between events: 3, 5, 10 or 30 s. No lower limit was set on the duration of events since the simulated sound level time histories only contain road traffic noise, and there was no need to filter out occasional spikes of non-traffic flow related events such as door slams. This resulted in 76 different parameter sets (19 combinations of \( L_q \) and \( E \), with 4 values of minimum time gap for each). Note that this selection covers to some extent the threshold criteria; e.g. an emergence of \( 50 \text{ dB(A)} \) above \( L_q \).

Table 3 shows the naming convention adopted for the parameter sets of the generalized event detection algorithm utilized; for convenience, the number of noise events obtained through application of the generalized algorithm with a particular parameter set is identified below by the same label as the parameter set itself. For example, the label LEQE10G03 denotes the outcome (i.e. the number of events) of the algorithm that detects the occurrence of noise events that emerge at least 10 dB(A) above \( L_{AQ} \) with a minimum time gap of 3 s between successive noise events. To clarify that the algorithm is applied to the sound level simulated indoors with fully open or closed windows, the suffix ‘OP’ or ‘CL’ is added to the variable name.

Fig. 3 provides illustrations of the application of the complete sound level simulation and event detection methodology, for one of the 30 instances simulated for one of the 500 available scenarios. The generalized event detection algorithm is illustrated with two parameter sets, each applied to both the window open and closed situations (i.e. T60E00G03OP and T60E00G03CL; LEQE05G03OP and LEQE05G03CL). The outdoor sound level time history is shown in a solid green line, whereas the indoor sound level time history is shown in a solid blue line, for both open and closed windows (only the first 10 min of the simulation are shown). The figure illustrates the detection of noise events, as vertical red bars, through two different detection algorithm settings, one with a fixed threshold at 60 dB(A) (detecting 1 or 0 noise events for open and closed window conditions respectively), the other with an adaptive threshold at \( L_{AQ} + 5 \text{ dB(A)} \) (detecting 4 or 1 noise events for open and closed window conditions respectively).

4. Basic performance of the generalized algorithm

4.1. Validity

Selection of appropriate parameter values for the road traffic noise event detection algorithm from the large set of alternatives considered in this work will eventually have to be assessed through human effects research—that is, by examining if and how different noise event measures correlate with human outcomes (sleep disturbance, annoyance, etc.). However, there are also a priori criteria that any event detection algorithm must meet, in terms of validity (is the number of events detected reasonable, and does the algorithm differentiate well between different conditions?) and reliability (does the algorithm produce consistent counts of number of noise events when applied to identical conditions?).

Table 4 shows the mean number of noise events detected by the generalized algorithm using each of the 152 parameter sets in Table 3 (76 open-window and 76 closed-window) in the time histories of road traffic noise generated by the 500 traffic flow/distance scenarios that represent the population of acoustic conditions found near roadways. It can be seen that the different parameter sets result in a wide variation in terms of the number of noise events detected. With a few parameter value combinations, almost no events are detected, whereas in other cases, up to a mean of 77 noise events per hour are detected across the 500 scenarios. This leads to a key observation, viz that the count of noise events caused by road traffic can be very different depending on which detection algorithm is utilized—hence the importance of examining the generalized algorithm with different parameter settings.

To have face value as a potential indicator, an algorithm needs to detect road traffic noise events for many (not necessarily all) of the possible traffic flow and distance scenarios. The algorithm should also result in variation in the number of events detected as the traffic flow and/or the distance to the road changes. These conditions are met using most parameter sets, as most cells of Table 4 have non-zero mean number of noise events detected per hour, and a high correlation (Pearson \( r = 0.88 \)) is found between mean and standard deviation (not shown in Table 4) across the 500 scenarios examined. Some parameter value combinations result in the detection of a mean number of noise events of 10 or less across the 500 scenarios, but many combinations...
result in means of 20–60 events per hour. Low mean values tend to be associated with low standard variation in the number of noise events detected, and means greater than about 20 events with standard deviations of 20–80 events. Therefore, it seems reasonable to suggest that indicators should detect a mean number of noise events, across all 500 traffic and distance scenarios, of at least 20 events per hour. Note that this criterion is applied to the mean number of noise events detected across all 500 scenarios which covered the traffic and distance values as shown in Fig. 2. Algorithm parameter sets excluded based on this criterion are shaded in red in Table 4. Notably, over 60% of the closed-window algorithm parameter sets are excluded, as are all parameter combinations that employ a 30 s minimum gap between successive

<table>
<thead>
<tr>
<th>Threshold $L_a$ [dB(A)]</th>
<th>$r_p$</th>
<th>5 s</th>
<th>10 s</th>
<th>30 s</th>
<th>5 s</th>
<th>10 s</th>
<th>30 s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed 45</td>
<td>15.7 (2.8)</td>
<td>15.3 (2.7)</td>
<td>13.9 (2.4)</td>
<td>9.3 (1.8)</td>
<td>43.1 (4.9)</td>
<td>34.0 (4.1)</td>
<td>22.6 (3.3)</td>
</tr>
<tr>
<td>50</td>
<td>22.5 (3.6)</td>
<td>21.1 (3.4)</td>
<td>17.8 (2.8)</td>
<td>10.6 (1.9)</td>
<td>37.1 (4.4)</td>
<td>28.4 (3.8)</td>
<td>18.4 (2.9)</td>
</tr>
<tr>
<td>55</td>
<td>31.1 (4.4)</td>
<td>27.7 (4.0)</td>
<td>21.2 (3.3)</td>
<td>11.2 (2.1)</td>
<td>24.0 (3.5)</td>
<td>18.8 (3.1)</td>
<td>12.6 (2.5)</td>
</tr>
<tr>
<td>60</td>
<td>39.9 (4.6)</td>
<td>33.1 (4.1)</td>
<td>23.3 (3.4)</td>
<td>11.1 (2.2)</td>
<td>10.3 (2.5)</td>
<td>8.7 (2.2)</td>
<td>6.4 (1.9)</td>
</tr>
<tr>
<td>65</td>
<td>43.0 (4.9)</td>
<td>33.8 (4.1)</td>
<td>22.4 (3.3)</td>
<td>10.2 (2.2)</td>
<td>2.5 (1.4)</td>
<td>2.3 (1.3)</td>
<td>2.1 (1.1)</td>
</tr>
<tr>
<td>70</td>
<td>36.9 (4.4)</td>
<td>28.3 (3.8)</td>
<td>18.3 (3.0)</td>
<td>8.3 (2.0)</td>
<td>0.5 (0.7)</td>
<td>0.5 (0.6)</td>
<td>0.5 (0.6)</td>
</tr>
<tr>
<td>75</td>
<td>24.0 (3.5)</td>
<td>18.8 (3.1)</td>
<td>12.6 (2.5)</td>
<td>6.0 (1.8)</td>
<td>0.1 (0.3)</td>
<td>0.1 (0.3)</td>
<td>0.1 (0.3)</td>
</tr>
<tr>
<td>Adaptive $L_{Aeq} + 3$</td>
<td>60.6 (9.4)</td>
<td>54.2 (7.8)</td>
<td>42.8 (5.8)</td>
<td>22.5 (3.7)</td>
<td>54.0 (8.5)</td>
<td>48.0 (6.9)</td>
<td>37.4 (5.0)</td>
</tr>
<tr>
<td>$L_{Aeq} + 5$</td>
<td>42.1 (8.2)</td>
<td>39.2 (7.1)</td>
<td>33.5 (5.5)</td>
<td>20.6 (3.5)</td>
<td>35.3 (7.1)</td>
<td>32.7 (6.1)</td>
<td>27.7 (6.6)</td>
</tr>
<tr>
<td>$L_{Aeq} + 10$</td>
<td>14.8 (4.3)</td>
<td>14.5 (4.2)</td>
<td>13.8 (3.8)</td>
<td>11.5 (2.9)</td>
<td>10.4 (3.3)</td>
<td>10.2 (3.2)</td>
<td>9.7 (2.9)</td>
</tr>
<tr>
<td>$L_{Aeq} + 15$</td>
<td>4.8 (2.1)</td>
<td>4.8 (2.1)</td>
<td>4.7 (2.0)</td>
<td>4.4 (1.8)</td>
<td>2.7 (1.6)</td>
<td>2.7 (1.4)</td>
<td>2.6 (1.4)</td>
</tr>
<tr>
<td>$L_{Aeq} + 3$</td>
<td>76.9 (6.1)</td>
<td>63.0 (5.2)</td>
<td>43.2 (4.2)</td>
<td>19.0 (2.8)</td>
<td>71.8 (5.6)</td>
<td>58.4 (4.8)</td>
<td>39.6 (3.9)</td>
</tr>
<tr>
<td>$L_{Aeq} + 5$</td>
<td>65.5 (5.6)</td>
<td>56.1 (5.0)</td>
<td>41.1 (4.1)</td>
<td>19.7 (2.6)</td>
<td>56.6 (5.0)</td>
<td>48.0 (4.5)</td>
<td>34.5 (3.7)</td>
</tr>
<tr>
<td>$L_{Aeq} + 10$</td>
<td>37.1 (4.1)</td>
<td>34.4 (3.9)</td>
<td>28.9 (3.4)</td>
<td>17.2 (2.5)</td>
<td>24.9 (3.4)</td>
<td>22.9 (3.2)</td>
<td>19.1 (2.9)</td>
</tr>
<tr>
<td>$L_{Aeq} + 15$</td>
<td>20.1 (2.8)</td>
<td>19.3 (2.7)</td>
<td>17.4 (2.6)</td>
<td>12.3 (2.1)</td>
<td>9.1 (2.1)</td>
<td>8.8 (2.0)</td>
<td>8.0 (2.0)</td>
</tr>
</tbody>
</table>

Table 4

Mean of the number of noise events per hour detected by the generalized algorithm, averaged over the 500 scenarios, for each parameter set considered. The numbers in parentheses show the standard deviation of the number of noise events per hour detected in the 30 simulation replications of each scenario, again averaged across the 500 scenarios. The cells shaded in red indicate parameter sets that may not result in the detection of a sufficient number of events and therefore show low validity (see Section 4.1); the cells shaded in blue indicate parameter sets that result in low reliability (see Section 4.2).
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4.2. Reliability

The reliability of an algorithm can be assessed by examining the variation in the number of noise events detected across the 30 replications of the one-hour simulations for each scenario. The numbers in parentheses in each cell of Table 4 show the standard deviation in the number of noise events detected in the replications, pooled across the 500 scenarios. The standard deviations range from 0.3 events to 9.4 events across all algorithm parameter sets. As an initial cut, a standard deviation of less than 5.0 is suggested as being sufficiently reliable for practical measurement of the number of noise events (for a standard deviation of 5.0, some 90% of replicated event detections would be within ± 8 events of the true value; for a standard deviation of 3.0, some 90% of replicated event detections would be within ± 5 events).

In Table 4, those parameter sets that result in event counts regarded as unreliable are shown with blue shading. Notably, this has resulted in exclusion of near 40% of the adaptive-threshold parameter sets. Note that, as the range of scenarios considered is the same for all algorithm parameter sets, performing the analysis on the basis of the relative variability rather than the standard deviation would have resulted in the same ordering of the algorithm parameter sets in terms of their reliability.

Validity and reliability criteria filter out 107 of the potential algo-
rithm parameter sets. Table 4 shows, in the unshaded cells, the 45 prospective algorithm parameter sets that remain for further consideration (27 open-window, 18 closed-window).

5. Algorithm parameter set reduction

5.1. Clustering of algorithm parameter sets

Given the systematic variation of parameter values in the formula-
tion of the generalized algorithm, it can be expected that subsets of
these will still exhibit considerable redundancy in their counts of noise
events. To explore this, a statistical data reduction procedure may be applied to identify a smaller, more manageable, subset of the 45 valid and reliable algorithm parameter sets carried forward.

However, the variation in the number of events detected by dif-
ferent algorithm formulations in Table 4 is not always intuitive, as varying the parameters of the generalized algorithm can sometimes have complex effects on event detection. An overview of this com-
plexity is illustrated graphically in Fig. 4 which shows scatterplots of the number of events detected by the generalized algorithm applied with pairs of parameter sets in a random sample of ten of the 45 parameter sets. Each dot in the scatterplots represents one of the 500 scenarios modelled. Fig. 4 is not intended for detailed examination of the relationship between variables, or of the number of noise events detected by them. However, the matrix does allow the observation that the relationships between the number of events detected by the different algorithm formulations across the 500 scenarios are, for the most part, elaborate and non-linear. This is an important observation, as the absence of linearity influences the procedures appropriate to reduce redundancy.

As many of the algorithm parameter sets result in non-linear inter-
relationships between the number of noise events detected, examining redundancy using bivariate correlations was not possible. Principal component analysis also requires linearity between variables. Instead, the Categorical Principal Component Analysis (CATPCA) procedure implemented in SPSS 25 was utilized, as it allows data reduction bet-
ween variables with non-linear relationships. The data set analyzed consisted of the number of noise events returned from the generalized algorithm applied, with all 45 selected parameter sets, to each of the 500 traffic/distance scenarios. A two-dimension solution of the CATPCA analysis explained 81.7% of the total variance in the variables, and the component loadings of the 45 parameter sets (Varimax rotated) on these dimensions are shown in Fig. 5(a). Seven clusters of parameter sets that have similar loadings on both dimensions are identified by broken circles in Fig. 5(a). The parameter sets that constitute the seven clusters are listed in Table 5.

5.2. Relationships between parameter sets within clusters

The nature of the CATPCA analysis is that each cluster will en-
comp much of the redundancy between parameter sets. Bivariate scatterplots can then be used to examine selected relationships between parameter sets within clusters, particularly between similar parameter

![Fig. 4. Scatterplot matrix of the number of noise events detected by the generalized noise event detection algorithm, for 10 parameter sets, selected randomly out of the 45 parameter sets shown unshaded in Table 4. Each of the 500 dots in each panel represents a single scenario. Both x and y axes in each plot denote the number of noise events detected by the generalized algorithm with the respective parameter set, but the scale varies for each (from 0-80 to 0-350 noise events).](image-url)
sets differentiated by just one dimension in their formulation, e.g. open vs closed windows, different minimum gap between successive events, and different exceedance thresholds. Several of these relationships are discussed below, and provide useful insight into the effects of varying parameters in the generalized noise event detection algorithm.

5.2.1. Open-window vs closed-window

Clusters 5–7 in Table 5 include parameter sets that employ a fixed threshold, for both open and closed window conditions. Given the 20 dB(A) difference between open and closed windows used in the modelling, it is unsurprising that the 45, 50 and 55 dB(A) closed-window fixed-threshold cases are found to have strong linear relationships with the 65, 70 and 75 dB(A) open-window fixed-threshold cases respectively, and thus do not provide information dissociated from that generated by open-window cases. Given that none of the other (60–75 dB(A) fixed-threshold) closed-window parameter sets result in an algorithm that produces sufficient counts to be used as noise event indicators (Table 4), the consequence is that fixed-threshold parameter sets under closed-window conditions do not need to be considered further for potential road traffic noise event indicators. However, adaptive-threshold parameter sets, based on $I_{A50}$ and $I_{A90}$, under closed window conditions, remain as candidates.

5.2.2. Effect of time gaps between successive events

Each cluster in Table 5 includes parameter sets that differ in formulation only in terms of the minimum time gap between successive events. Fig. 6, panels (a) and (b), shows scatterplots of the number of events detected using the open-window 55 dB(A) fixed-threshold parameter sets with three different minimum time gaps. As could be expected, increasing the minimum gap between successive events results in fewer events being detected, with T55E00G03OP detecting more events than T55E00G05OP, and both in turn detecting more than T55E00G10OP. Fig. 6 shows that, while pairs of these parameter sets are strongly related, the longer gap is also associated with some drop-out in event detection for some traffic and distance scenarios, resulting in a smaller number of noise events. Fixed-threshold parameter sets at other levels produced similar results, as did adaptive-threshold parameter sets based on $I_{A50}$ and $I_{A90}$, though with the drop-out occurring at high numbers of events, as shown in Fig. 6, panels (c) and (d). This means that, for otherwise similarly formulated parameter sets, different time gaps will tend to produce different, but correlated, numbers of noise events. Redundancy in the parameter sets considered can thus be reduced, where there are similar parameter sets differentiated by time gap, by utilizing just one of the time gaps.

5.2.3. Effect of emergence requirements in adaptive threshold parameter sets

An example of the effect of increasing the emergence required above an adaptive threshold is illustrated in Fig. 7, which shows the number of noise events detected by the generalized algorithm using three different closed-window parameter sets, differentiated only by different levels. As could be anticipated, the greater the required emergence, the fewer noise events are detected—but, again, the counts of events using the different parameter sets are related. The spread of the number of noise events detected also increases as the emergence increases, becoming quite large for higher numbers of events. Redundancy in the parameter sets considered can thus be reduced, where there are similar parameter sets differentiated by emergence, by utilizing just one of the emergence levels.

5.2.4. Relationships between other parameter sets within clusters

Fig. 8 shows the relationships between the number of noise events detected using the open-window 55 dB(A) parameter sets with different emergence levels and different distance scenarios, resulting in quite similar numbers of noise events. As could be anticipated, the higher the emergence, the fewer noise events are detected, and vice versa. The number of noise events detected for the same parameter set with closed windows compared to open windows is quite similar, and thus the generalization of the algorithm can essentially be applied to both open and closed windows.
detected by the generalized algorithm using various other pairs of parameter sets from within the same clusters. This includes between fixed-threshold and adaptive-threshold parameter sets, and between adaptive-threshold parameter sets that use different noise indicators as thresholds. From the 500 data points on each of the plots in Fig. 8 (each representing one traffic/distance scenario) it can be seen that the number of noise events detected can be very different for different parameter sets, and that the patterns tend to be different with each pair—some with considerable scatter and with many outliers. The patterns in each of the six plots in Fig. 8 confirm that there is a

Fig. 6. Scatterplots illustrating the largely linear relationships between the number of noise events detected using the generalized algorithm with (a) the open-window 55 dB(A) fixed-threshold parameter sets with minimum time gaps of 3 and 5 s between events, (b) the open-window 55 dB(A) fixed-threshold parameter sets with minimum time gaps of 3 and 10 s between events, (c) the closed-window 3 dB(A) emergence above $L_{A0}$ parameter sets with minimum time gaps of 5 and 10 s between events, and (d) the closed-window 10 dB(A) emergence above $L_{A0}$ parameter sets with minimum time gaps of 5 and 10 s between events.

Fig. 7. Scatterplots illustrating the relationships between the number of noise events detected using the generalized algorithm with the closed-window adaptive-threshold parameter sets with minimum time gap of 5 s between events, and with (a) exceedance of 3 and 5 dB(A) above $L_{A0}$, and (b) exceedance of 3 and 10 dB(A) above $L_{A0}$.
discernible relationship between most of the pairs of parameter sets shown, and of sufficient strength of association to explain why the CATPCA analysis allocated each of the pairs to the same cluster of variables.

5.3. Selection of representative parameter sets

Based on the examination in Section 5.2 of the relationships between parameter sets within the seven clusters, a single parameter set has been selected as representative of those in each cluster. These parameter sets are shown in bold type in Table 5. The choice of representative parameter sets was based on the following: open-window fixed-threshold parameter sets were chosen over closed-window fixed-threshold parameter sets; parameter sets using a 5 s minimum time gap between successive events were retained in favor of those using longer or shorter time gaps within the same cluster; adaptive-threshold parameter sets with the smallest emergence were chosen above those with larger emergence threshold; and finally, where choice still remained, the type of parameter set most commonly represented within the cluster was selected—or in the case of Cluster 4, the type of parameter set (emergence above an adaptive threshold based on $L_{eq}$) not included in any other cluster. We emphasize that any of the other

---

**Fig. 8.** Scatterplots illustrating the relationships between the number of noise events detected by the generalized algorithm using pairs of parameter sets within the clusters in Table 5: (a) Cluster 2, (b) Cluster 3, (c) Cluster 4, (d) Cluster 5, (e) Cluster 6, (f) Cluster 7.
parameter sets within each cluster in Fig. 5 and Table 5 (some of which have been used by others in previous studies) could, equally, have been nominated as the cluster representative.

This data reduction to seven prototype parameter sets does not imply that the other parameter sets in Table 5 are not appropriate to use in future practice: they still meet the requirements of valid and reliable measures of noise events. Note again that determination of the best algorithm to utilize for event counting will eventually have to be based on studies on human perception of events. For example, while the choice for a 5 s minimum time gap may seem arbitrary, the number of noise events, as detected with an algorithm employing a particular minimum time gap, could subsequently be increased/decreased if this is suggested from human-response studies, by the use of a detection algorithm with longer/shorter time gap. This data reduction to a smaller set has only been done to generate a more manageable number of parameter sets for the generalized noise event detection algorithm, which could be used for later analysis of acoustic conditions under which noise event measures may be useful.

It is possible to examine this set of representative parameter sets further, by running the CATPCA procedure again, using only the seven representative parameter sets. The outcome is the two dimension solution, Varimax rotated, shown in Fig. 5(b). The two dimensions account for 84.9% of the total variance in the seven variables, which are widely separated on the two dimensions of Fig. 5. By including supplementary variables, some interpretation of the two dimensions of the CATPCA solution can be provided. Fig. 9 shows the CATPCA solution in which three traffic and sound propagation variables (total traffic flow Q, percentage of heavy vehicles %H, and distance d to the road) and two acoustic variables (energy-equivalent level $L_{A_{eq}}$ and standard deviation $\sigma$ of the sound level outside the dwelling) were included as supplementary variables (these do not enter the analysis itself but only facilitate interpretation). From Fig. 9, Dimension 1 can be interpreted as the overall level of the road traffic noise, because $L_{A_{eq}}$ (the outside energy equivalent sound level) loads highly on that dimension. Dimension 2 is orthogonal to Dimension 1 and thus largely unrelated to the overall sound level. However, the standard deviation $\sigma$ of the sound level outside the dwelling, loads reasonably high on it. This second dimension can therefore be partially interpreted as the variability of the sound level outside the dwelling caused by traffic. Interpretation of the two dimensions in terms of road traffic parameters and distance conditions is not so straightforward, with each of the variables Q, %H and d loading on both dimensions, though d does load predominantly, and as would be expected, negatively, on Dimension 1—the overall level of road traffic noise.

The interpretation of the two dimensions in Fig. 9 facilitates interpretation of the various clusters of event-detection parameter sets. Clusters 1 and 2 (represented by the 50 and 55 dB(A) fixed-threshold parameter sets, open window) are associated with higher variability of the road traffic noise signal than they are with the overall level of traffic noise. Clusters 5, 6 and 7 (represented by the $L_{A_{50}} + 3$ dB(A) adaptive-threshold, closed window, and the 65 and 70 dB(A) fixed-threshold parameter sets, open windows) are associated with high overall levels rather than the variability of the signal. Clusters 3 and 4 (both represented by adaptive-threshold parameter sets) are intermid between these, being associated with both level and variability of the road traffic noise signal. Broadly, this suggests that the number of noise events detected by using different parameter sets is differentially associated with overall level of the traffic noise and with the variability of the road traffic signal. Fig. 10, which shows the number of noise events per hour detected using each of the seven representative parameter sets, as a function of traffic demand and distance to the roadway, reflects this finding: the traffic demand range in which the detected number of noise events varies more or less linearly with the traffic demand gradually shifts to higher values, from cluster 1 to cluster 7. At any particular distance from a roadway, the level of the road traffic noise will increase monotonically as the traffic flow increases. However, the variability of a traffic noise signal will initially increase as traffic flow increases from zero, but then decrease at the higher flow rates—the troughs between successive peaks in the traffic noise signal fill in, hence resulting in lower variability. By contrast, both level and variability of a traffic noise signal decrease with increasing distance from the roadway. These complex interactions between level and variability of the road traffic noise signal suggest that a detailed analysis of the behavior of different noise event detection models across the population of acoustic conditions near roadways will be necessary.

6. Conclusions

This paper has explored a generalized algorithm to detect noise events in the time history of the sound level caused by road traffic streams. This generalized algorithm was rigorously developed from the literature, and is based on fixed thresholds or on emergence above adaptive thresholds of $L_{A_{eq}}$, $L_{A_{50}}$. Threshold level, emergence, and minimum time gap between successive events were varied. This resulted in 76 different noise event detection protocols, applicable to both window-open and window-closed conditions. These parameter value combinations were systematically applied to detect events in simulated time histories of road traffic noise across a population of acoustic conditions found near roadways; 500 different scenarios were considered with varying traffic flow, vehicle mix, speed limit and distance to the roadway.

An appropriate parameter set for the noise event detection algorithm will eventually have to be selected through human effects research by examining if, and which, noise event measures of a road traffic noise signal correlate best with human response to that signal. However, any method used to detect and count the events in road traffic noise must first produce stable estimates of the number of events, and should vary sensibly as the traffic and distance conditions change. It was shown that the number of noise events detected in the time history of the sound level caused by road traffic is highly dependent on the parameters utilized—justifying a study of this nature into alternative formulations of detection algorithms as a step towards identification of appropriate algorithm(s) which use could eventually be standardized.

About 20% of the detection parameter sets resulted in an unreliable algorithm, resulting in different numbers of events counted for traffic...
noise signals that are generated by identical traffic and propagation conditions. Such unstable measures would not be suitable for use as limit criteria. It was also found that approximately 50% of the parameter sets did not give rise to an algorithm that results in a reasonable range of numbers of noise events when applied across all acoustic conditions. Excluding these, 45 reliable and functional variations on the generalized exceedance algorithm remained. Subsequent application of dimension-reduction procedures to reduce redundancy between these identified seven that were representative of the original set. The numbers of noise events detected with the generalized algorithm through

Fig. 10. Number of noise events per hour detected by the generalized algorithm using each of the seven representative parameter sets (panels ordered according to cluster number), as a function of the traffic demand and the distance to the roadway, for speed limits of 60 km/h (left panels) and 100 km/h (right panels), and for 10% heavy vehicles. The dots represent the mean value over the 30 replications for each scenario; the vertical lines represent the range that contains 90% of the outcomes of the 30 replications for each scenario (i.e. from the 5-percentile to the 95-percentile of the number of events).
the application of several of these parameter sets were found to be associated with the overall road traffic noise level, whereas other parameter sets were associated more with the variability of the road traffic noise. This small number of noise event detection parameter sets parsimoniously represents the large number of possible exceedance indicators developed from those described in literature, but has been compiled without the loss of information that could occur through arbitrary discard of any particular detection formulation. The identification of this small subset of parameter value combinations of a generalized noise event detection algorithm is an important step towards further work to evaluate the acoustic conditions under which event counting in road traffic noise signals may be appropriate.
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