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Abstract. In this work I investigate uniformly continuous semigroups of sub-

linear transition operators on the Banach space of bounded real-valued func-
tions on some countable set. I show how the family of exponentials of a

bounded sublinear rate operator is such a semigroup, and how any such semi-

group must be a family of exponentials generated by a bounded sublinear rate
operator.

1. Introduction and main result

Let B be a Banach space. Then it is well-known—see for example [10, Theo-
rem VIII.1.2] or [11, Theorem 3.7]—that a semigroup (St)t∈R≥0

of bounded linear
operators on B is uniformly continuous—that is, continuous with respect to the
operator norm—if and only if there is some bounded linear operator A such that

St = etA = lim
n→+∞

(
I +

t

n
A

)n

=

+∞∑
n=0

tkAk

k!
for all t ∈ R≥0;

whenever this is the case, this operator is given by

A = lim
t↘0

St − I

t
.

While I cannot imagine that this result has never been generalised to nonlinear
operators, I haven’t been able to surface a reference where this is done. Instead,
most of the work on nonlinear operators seems to be focused on strongly continuous
semigroups [2, 7, 19, 20].

In contrast, this work thoroughly investigates uniformly continuous semigroups
of nonlinear operators, at least in the setting of semigroups of sublinear transition
operators. My interest in (uniformly continuous) sublinear transition semigroups
stems from the important role they play in the setting of sublinear expectations
for continuous-time countable-state uncertain processes. I will not explain this in
detail here, but refer the interested reader to [9, 13, 21, 22].

The setting is as follows. Throughout the paper, we let X be a countable set,
and we denote the linear vector space of bounded real-valued maps on X by B; it
is well-known that B is a Banach space under the supremum norm

∥•∥∞ : RX : f 7→ sup{f(x) : x ∈ X}.
The bounded real-valued functions on X include the indicator functions: for any
subset X of X , the corresponding indicator IX ∈ B maps x ∈ X to 1 if x ∈ X and
to 0 otherwise; for any x ∈ X , we shorten I{x} to Ix.

This work is supported by the Research Foundation—Flanders (FWO) (project number
3G028919).
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An operator, then, is a (possibly nonlinear) map from B to B. One example
is the identity operator I, which maps any f ∈ B to itself. Such an operator A is
called bounded if

(1) ∥A∥s := sup

{
∥Af∥∞
∥f∥∞

: f ∈ B, f ̸= 0

}
< +∞,

and we collect all bounded operators in Ob; the identity operator is bounded be-
cause clearly ∥I∥s = 1.

We focus in particular on two types of operators: sublinear transition operators
and sublinear rate operators.

Definition 1. A sublinear transition operator T is an operator such that

T1. T(λf) = λTf for all f ∈ B and λ ∈ R≥0;

T2. T(f + g) ≤ Tf +Tg for all f, g ∈ B;
T3. Tf ≤ sup f for all f ∈ B.

A transition operator is a sublinear transition operator that is linear.

The three axioms for sublinear transition operators ensure that for all x ∈ X ,
the corresponding component functional

[T•](x) : B → R : f 7→ [Tf ](x)

is a coherent upper prevision/expectation in the sense of Walley [29, Section 2.3.5]—
see also [28]—or a sublinear expectation in the sense of Peng [24, Definition 1.1.1].

Definition 2. A sublinear rate operator Q is an operator such that

Q1. Q(λf) = λQf for all f ∈ B and λ ∈ R≥0;

Q2. Q(f + g) ≤ Qf +Qg for all f, g ∈ B;
Q3. Qµ = 0 for all µ ∈ R;
Q4. [Qf ](x) ≤ 0 for all f ∈ B and x ∈ X such that sup f = f(x) ≥ 0.

A rate operator is a sublinear rate operator that is linear.

Axiom (Q4) is known as the positive maximum principle.1 In the case of finite X ,
Definition 2 reduces to the notion of an ‘upper rate operator’ as used in [8, Defi-
nition 5] or [18, Definition 7.2] or that of a ‘sublinear Q-operator’ as used in [21,
Definition 2.1 and Theorem 2.5].

This provides sufficient background to state our main result, which link semi-
groups of sublinear transition operators to bounded sublinear rate operators; the
remaining terminology and notation will be defined further on.

Theorem 3. A semigroup of sublinear transition operators (Tt)t∈R≥0
is uniformly

continuous if and only if there is some bounded sublinear rate operator Q such that

Tt = etQ = lim
n→+∞

(
I +

t

n
Q

)n

for all t ∈ R≥0;

whenever this is the case, this rate operator is given by

Q = lim
t↘0

Tt − I

t
.

1After Courrège [6, Section 1.2], see also [15, Chapter 4, Section 2] or [25, Lemma III.6.8].
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The remainder of this work is essentially devoted to the proof of this result,
although we prove some additional results along the way as well. In particular,
that a bounded sublinear rate operator generates a uniformly continuous semigroup
of sublinear transition operators follows from Theorem 13 and Propositions 16
and 18 further on, while the converse implication follows from Theorem 23 and
Proposition 18 further on.

In Section 2 we (i) introduce a norm on the set Ob of bounded operators that
makes this into a Banach space; (ii) introduce the semigroups we are interested
in; and (iii) establish some convenient properties of sublinear transition and rate
operators. Section 3 examines how we can go from a sublinear rate operator to a
(family of) sublinear transition operator(s). Most importantly, Theorem 13 defines

the exponential etQ of a bounded sublinear rate operator Q through a Cauchy
sequence of Euler approximations, which gives a sublinear transition operator. The
section then continues with an investigation into the properties of the resulting

family (etQ)t∈R≥0
. Section 4 investigates the other implication: there we start from

a uniformly continuous sublinear transition semigroup and show that it then must
be generated by a bounded sublinear rate operator. Finally, Section 5 adds the
requirement of downward continuity, and Section 6 compares our approach to that
of Nendel [22].

2. Operators and semigroups

Let O denote the set of operators—so maps from B to B. We have previously
encountered the identity operator I, but this is not the only special operator that
we will need: another important one is the zero operator O, which maps any f ∈ B
to 0. It will also be convenient to construct new operators through addition and
scaling of operators, which are defined in the obvious pointwise manner: for all
A,B ∈ O and µ ∈ R, A + B: B → B : f 7→ Af + Bf and µA: B → B : f 7→ µAf ;
this makesO a real linear space. Since (B, ∥•∥∞) is a Banach space, we fall squarely
in the scope of Martin’s [19, Chapter 3] treatment.

2.1. The Banach space of bounded operators. Martin [19, Section III.2] calls
an operator A ∈ O Lipschitz if

∥A∥Lip := sup

{
∥Af −Ag∥∞
∥f − g∥∞

: f, g ∈ B, f ̸= g

}
< +∞,

and we collect all Lipschitz operators in

OL := {A ∈ O : ∥A∥Lip < +∞}.
He goes on to show in his Lemma III.2.3 [19] that the identity operator I is Lip-
schitz with ∥I∥Lip = 1, and that for any two Lipschitz operators A,B ∈ OL, their
composition

AB: B → B : f 7→ A(Bf)

is again a Lipschitz operator with ∥AB∥Lip ≤ ∥A∥Lip∥B∥Lip. Finally, Martin shows
that ∥•∥Lip is a seminorm on the real vector space OL [19, Lemma III.2.1], and that
the derived function

∥•∥L : OL → R≥0 : A 7→ ∥A∥L := ∥A0∥∞ + ∥A∥Lip
is a norm on OL such that (OL, ∥•∥L) is a Banach space (that is, a complete normed
real vector space) [19, Proposition III.2.1].
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While we will deal with Lipschitz operators, the set OL of Lipschitz operators
is not the most convenient for our purposes. As will become clear, it is more
convenient to consider the alternative operator seminorm ∥•∥s.

Lemma 4. The function ∥•∥s : O → R≥0 ∪ {+∞} as defined by Eq. (1) is an
extended seminorm on O. Furthermore, for all A,B ∈ O,

∥AB∥s ≤ ∥A∥s∥B∥s
Proof. ∥•∥s is positive by definition, and it is clear that ∥O∥s = 0. That ∥•∥s is
subadditive follows from the subadditivity of the supremum norm ∥•∥∞ and the
subadditivity of the supremum, and ∥•∥b inherits the absolute homogeneity of the
supremum norm ∥•∥∞.

For the second part of the statement, note that

∥AB∥s = sup

{
∥ABf∥∞
∥f∥∞

: f ∈ B, f ̸= 0

}
≤ sup

{
∥A∥s∥Bf∥∞

∥f∥∞
: f ∈ B, f ̸= 0

}
= ∥A∥s∥B∥s. □

Clearly ∥•∥s is a seminorm on Ob ⊂ O. With a bit more work, we can verify
that

∥•∥b : Ob → R≥0 : A 7→ ∥A0∥∞ + ∥A∥s
is a norm on Ob, and that (Ob, ∥•∥b) is a Banach space.

Proposition 5. The space Ob of bounded operators is a Banach space when
equipped with the norm ∥•∥b.

Proof. Our proof is essentially the same as Martin’s [19, Section III.2].
First, it is clear that Ob is a real vector space since addition and scaling clearly

preserve finiteness of the operator seminorm ∥•∥s. Second, it follows from Lemma 4
that ∥•∥s is a seminorm on Ob. Furthermore, it is easy to see that ∥A∥s = 0 if and
only if Af = 0 for all f ∈ B such that f ̸= 0; whenever this is the case, ∥A∥b = 0
if and only if furthermore A0 = 0, which can only be if A = O. This proves that
∥•∥b is a norm.

A standard argument now shows that (Ob, ∥•∥b) is complete. Fix any Cauchy
sequence (An)n∈N ∈ (Ob)

N. Then for all f ∈ B, (Anf)n∈N is a Cauchy sequence in
the complete space (B, ∥•∥∞), so limn→+∞ Anf exists. The operator

Alim : B → B : f 7→ lim
n→+∞

Anf

is bounded because the Cauchy sequence (An)n∈N is bounded [16, Lemma 1.17]:

∥Alim∥s = sup

{
∥limn→+∞ Anf∥∞

∥f∥∞
: f ∈ B, f ̸= 0

}
≤ sup

{
sup
{
∥An∥b : n ∈ N

}
∥f∥∞

∥f∥∞
: f ∈ B, f ̸= 0

}
= sup

{
∥An∥b : n ∈ N

}
< +∞.

To see that (An)n∈N converges to Alim, we fix any ϵ ∈ R>0. Because (An)n∈N is
Cauchy, there is some N ∈ N such that for all n,m ≥ N ,

∥An −Am∥b = ∥An0−Am0∥∞ + ∥An −Am∥s <
1

2
ϵ.



UNIFORMLY CONTINUOUS SEMIGROUPS OF SUBLINEAR TRANSITION OPERATORS 5

On the one hand, we infer from this that for all n ≥ N

∥Alim0−An0∥∞ ≤ lim sup
m→+∞

∥Alim0−Am0∥∞ + ∥Am0−An0∥∞

= lim sup
m→+∞

∥Am0−An0∥∞

<
1

2
ϵ.

On the other hand, we infer from this that for all n ≥ N and f ∈ B,

∥Alimf −Anf∥∞ ≤ lim sup
m→+∞

∥Alimf −Amf∥∞ + ∥Amf −Anf∥∞

≤ lim sup
m→+∞

∥Amf −Anf∥∞

<
1

2
ϵ∥f∥∞.

From these two observations, it follows that for all n ≥ N ,

∥Alim −An∥b = ∥Alim0−An0∥∞ + ∥Alim −An∥s < ϵ.

Since this holds for all ϵ ∈ R>0, we conclude that the Cauchy sequence (An)n∈N
converges to a limit Alim in Ob, as required. □

Clearly, the identity operator I is bounded with ∥I∥b = ∥I∥s = 1. Furthermore,
for any two bounded operators A,B ∈ Ob, their composition AB is bounded and

(2) ∥AB∥b ≤ ∥A∥b∥B∥b.

Proof. It follows immediately from the definitions of ∥•∥s and ∥•∥b and Lemma 4
that

∥AB∥b = ∥AB0∥∞ + ∥AB∥s ≤ ∥A∥s∥B0∥∞ + ∥A∥s∥B∥s = ∥A∥s∥B∥b ≤ ∥A∥b∥B∥b.
□

While we’ll predominantly deal with ∥•∥b, the other norm ∥•∥Lip will also be of
use at some point further on, due to the following result.

Lemma 6. Consider bounded operators A,B,C ∈ Ob. If A is Lipschitz, then

∥AB−AC∥b ≤ ∥A∥Lip∥B− C∥b.

Proof. It suffices to observe that for all f ∈ B,

∥ABf −ACf∥∞ ≤ ∥A∥Lip∥Bf − Cf∥∞. □

Let us call an operator A ∈ O positively homogeneous if A(λf) = λAf for all
λ ∈ R≥0 and f ∈ B. For any positively homogeneous operator A ∈ O and any
f ∈ B \ {0},

1

∥f∥∞
Af = A

(
1

∥f∥∞
f

)
with

∥∥∥∥ 1

∥f∥∞
f

∥∥∥∥
∞

= 1;

consequently,

(3) ∥A∥s = sup{∥Af∥∞ : f ∈ B, ∥f∥∞ = 1};
since A0 = 0 due to positive homogeneity, it follows from this equality that if A is
bounded,

(4) ∥A∥b = ∥A∥s = sup{∥Af∥∞ : f ∈ B, ∥f∥∞ = 1}.
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This is in accordance with the operator norm for positively homogeneous operators
used in [18, Eqn. (1)] and [8, Eqn. (4)], as well as with the standard norm for
linear—additive and homogeneous—operators [26, Section 23.1].

2.2. Semigroups. In the setting of sublinear expectations for countable-state un-
certain processes, we are particularly interested in families of operators indexed
by R≥0. These have been investigated thoroughly, usually in the following setting
[2, 4, 7, 11, 17, 20, 23].

Definition 7. A semigroup is a family (St)t∈R≥0
of operators such that

SG1. Ss+t = SsSt for all s, t ∈ R≥0, and
SG2. S0 = I.

We will exclusively be concerned with semigroups (Tt)t∈R≥0
of sublinear tran-

sition operators, which we will briefly call sublinear transition semigroups; in this
context, the semigroup property (SG1) is often called the ‘Chapman-Kolmogorov
equation.’

It is customary to consider semigroups that are continuous in some sense. A
popular notion of continuity is that of ‘strong continuity’, which means that

lim
s→t

Ssf = Stf for all t ∈ R≥0, f ∈ B.

However, in this work we’ll work with a more restrictive notion of continuity that
is known as ‘uniform continuity’—curiously enough, and as mentioned in the intro-
duction, I haven’t been able to find a reference where this is used in the context of
nonlinear operators.

Definition 8. A semigroup (St)t∈R≥0
of bounded operators is said to be uniformly

continuous if
lim
s→t

Ss = St for all t ∈ R≥0.

Whenever lim sups↗t∥Ss∥b < +∞ for all t ∈ R≥0, this is the case if and only if

lim
∆↘0

S∆ = I.

Proof. For the right-sided limit, note that for all s, t ∈ R≥0 such that s > t and
with ∆ := s− t, it follows from (SG1) and Eq. (2) that

∥Ss − St∥b = ∥S∆St − St∥b = ∥(S∆ − I)St∥b ≤ ∥S∆ − I∥b∥St∥b.
For the left-sided limit, a similar argument but with s < t and ∆ := t − s shows
that

∥Ss − St∥b = ∥Ss − S∆Ss∥b = ∥(I− S∆)Ss∥b ≤ ∥S∆ − I∥b∥As∥b. □

2.3. Some properties of sublinear transition operators. Consider a sublinear
transition operator T. Since [T•](x) is a coherent upper prevision for all x ∈ X ,
it follows from the well-known properties of coherent upper previsions—see for
example [29, Section 2.6.1] or [28, Theorem 4.13]—that

T4. Tf ≤ Tg for all f, g ∈ B such that f ≤ g;
T5. T(f + µ) = µ+Tf for all f ∈ B and µ ∈ R;
T6. Tµ = µ for all µ ∈ R≥0;

T7. −T(−f) ≤ Tf for all f ∈ B;
T8. ∥Tf∥∞ ≤ ∥f∥∞ for all f ∈ B;
T9. ∥Tf − Tg∥∞ ≤ ∥f − g∥∞ for all f, g ∈ B.
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It follows immediately from (T9), Eq. (3), (T8) and (T6) that for any sublinear
transition operator T,

T10. ∥T∥Lip = ∥T∥L = 1;

T11. ∥T∥b = ∥T∥s = 1.

Since T is bounded and Lipschitz, we know from Lemma 6 that

T12. ∥TA− TB∥b ≤ ∥A− B∥b for all bounded operators A,B ∈ Ob.

2.4. Properties of sublinear rate operators. It is not difficult to show that for
any sublinear rate operator Q,

Q5. Q(f + µ) = Qf for all f ∈ B and µ ∈ R;
Q6. −Q(−f) ≤ Qf for all f ∈ B;
Q7. [QIx](x) ≤ 0 for all x ∈ X .

Proof. For (Q5), we simply repeat De Bock’s proof for [8, R6]: it follows from
subadditivity (Q2) and (Q3) that

Q(f + µ) ≤ Q(f) +Q(µ) = Q(f) = Q(f + µ− µ) ≤ Q(f + µ) +Q(−µ) = Q(f + µ).

For (Q6), observe that due to (Q3) and the subadditivity of Q,

0 = Q(f − f) ≤ Qf +Q(−f).

Property (Q7) follows from (Q5) and the positive maximum principle (Q4) (for
f = Ix − 1):

[QIx](x) = [Q(Ix − 1)](x) ≤ 0. □

With a bit more work, we obtain the following simple yet important expression for
the operator seminorm of a sublinear rate operator; this result generalises Proposi-
tion 4 in [14] to the countable-state case, but the proof here differs quite a bit from
the one there.

Proposition 9. For any sublinear rate operator Q,

∥Q∥s = 2 sup
{
[Q(1− Ix)](x) : x ∈ X

}
= sup

{
[Q(1− 2Ix)](x) : x ∈ X

}
.

Proof. For all x ∈ X , it follows from positive homogeneity (Q1) and (Q5) that

2[Q(1− Ix)](x) = [Q(2− 2Ix)](x) = [Q(1− 2Ix)](x).

Since the supremum is positively homogeneous, this proves the second equality in
the statement.

For the first equality in the statement, recall from Eq. (3) that since Q is posi-
tively homogeneous,

∥Q∥s = sup
{
∥Qf∥∞ : f ∈ B, ∥f∥∞ = 1

}
= sup

{
|[Qf ](x)| : f ∈ B, ∥f∥∞ = 1, x ∈ X

}
.(5)

Next, observe that for all x ∈ X , it follows from (Q3), the sublinearity of Q and
(Q7) that

0 = [Q1](x) ≤ [Q(1− 2Ix)](x) + 2[QIx](x) ≤ [Q(1− 2Ix)](x).

Because ∥1− 2Ix∥∞ = 1, it follows from all this that

∥Q∥s ≥ sup
{
[Q(1− 2Ix)](x) : x ∈ X

}
= 2 sup

{
[Q(1− Ix)](x) : x ∈ X

}
.
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In the remainder of this proof, we set out to show that

(6) ∥Q∥s ≤ 2 sup
{
[Q(1− Ix)](x) : x ∈ X

}
,

since the previous two inequalities imply the first equality in the statement.
Fix any g ∈ B with ∥g∥∞ = 1 and any x ∈ X , and observe that

[Qg](x) = [Q(g − inf g)](x)

due to (Q5). Let h := g − inf g ≥ 0 and α := suph, and note that h(x) ≥ 0
and 0 ≤ α ≤ 2∥g∥∞ = 2—the latter because α = sup g − inf g; moreover, let

h̃x := h− α(1− Ix)− h(x)Ix. Since Q is sublinear,

[Qg](x) = [Qh](x) = [Q(h̃x + α(1− Ix) + h(x)Ix)](x)

≤ [Qh̃x](x) + α[Q(1− Ix)](x) + h(x)[QIx](x).

As h̃x ≤ 0 and sup h̃x = 0 = h̃x(x) by construction, it follows from the positive

maximum principle (Q4) that [Qh̃x](x) ≤ 0; since furthermore [QIx](x) ≤ 0 due to
(Q7) and α ≤ 2 and h(x) ≥ 0 by construction, we conclude that

(7) [Qg](x) ≤ α[Q(1− Ix)](x) ≤ 2[Q(1− Ix)](x).

For all f ∈ B with ∥f∥∞ = 1 and x ∈ X , it follow from Eq. (7) (once for g = −f
and once for g = f) and (Q6) that

−2[Q(1− Ix)](x) ≤ −[Q(−f)](x) ≤ [Qf ](x) ≤ 2[Q(1− Ix)](x).

Together with Eq. (5), this implies the inequality in Eq. (6). □

A trivial example of a sublinear rate operator is the zero operator O. One way
to define/obtain a non-trivial sublinear rate operator is to start from a sublinear
transition operator. The following result generalises De Bock’s [8] Proposition 5
from the setting of finite X to that of countable X .

Lemma 10. Let T be a sublinear transition operator, and fix some strictly positive
real number λ ∈ R>0. Then the operator Q := λ(T− I) is a bounded sublinear rate
operator.

Proof. Let us prove first that Q is a sublinear rate operator. Note that Q is a
bounded operator because Ob is a real vector space and Q is defined as a linear
combination of bounded operators. That Q is sublinear—that is, satisfies (Q1)
and (Q2)—follows immediately from the sublinearity of T and the linearity of I.
That Q maps constants to zero—so satisfies (Q3)—follows from the fact that T
and I are constant preserving [(T6)]. Finally, it is obvious that Q satisfies the
positive maximum principle (Q4) due to (T3): for all f ∈ B and x ∈ X such that
f(x) = sup f ≥ 0,

[Qf ](x) = λ([Tf ](x)− f(x)) ≤ λ(sup f − f(x)) = 0.

□

Krak, De Bock, and Siebes [18, Eqn. (38)] discuss a second way to obtain a
sublinear rate operator by taking the (pointwise) upper envelope of a set of rate
operators, and we can fairly easily generalise their results from their setting of
finite X to ours of countable X . While this may be of interest to some readers—
especially those who want to do sensitivity analysis—I believe that this exposition
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would distract us too much from our main objective. As a compromise, I have
chosen to relegate this exposition to Appendix A.

We can also go the other way around as in Lemma 10: a suitable linear combina-
tion of the identity operator and a sublinear transition operator gives a (automat-
ically bounded ) sublinear rate operator. The next result formalises this, and in
doing so generalises De Bock’s [8] Proposition 5—or the slightly improved version
in [14, Proposition 3]—to the present, more general setting.

Lemma 11. For any bounded sublinear rate operator Q and any ∆ ∈ R≥0 such

that ∆∥Q∥b ≤ 2, T := I + ∆Q is a sublinear transition operator.

Proof. That T is a (bounded) sublinear operator—so an operator that satisfies (T1)
and (T2)—follows immediately from the fact that I and Q are sublinear bounded
operators and that Ob is a real linear space, so it remains for us to verify that T
satisfies (T3). To this end, we fix some x ∈ X and f ∈ B. Then it follows from
(Q5) that

[Tf ](x) = f(x) + ∆[Q(f − f(x))](x).

With fx := f − f(x), α := sup fx = sup f − f(x) ≥ 0 and f̃x := fx − α(1 − Ix), it
follows from this and the sublinearity of Q that

[Tf ](x) = f(x) + ∆[Qfx](x) = f(x) + ∆[Q(f̃x + α(1− Ix))](x)

≤ f(x) + ∆[Qf̃x](x) + α∆[Q(1− Ix)](x).

Since f̃x ≤ 0 and sup f̃x = 0 = f̃x(x) by construction, the positive maximum

principle (Q4) tells us that [Qf̃x](x) ≤ 0, and therefore

[Tf ](x) ≤ f(x) + α∆[Q(1− Ix)](x).

From Eq. (4) and Proposition 9 we know that [Q(1− Ix)](x) ≤ ∥Q∥b/2, whence

[Tf ](x) ≤ f(x) + α
∆∥Q∥b

2
.

Since ∆∥Q∥b ≤ 2 by the assumptions in the statement and α = sup fx = sup f −
f(x) by definition, we conclude that

[Tf ](x) ≤ f(x) + sup f − f(x) ≤ sup f,

which is what we needed to prove. □

When combined with (T10), the previous lemma can be used to show that any
bounded sublinear rate operator is Lipschitz, which we already know to be true in
case X is finite [8, (R11) and (R12)]. This Lipschitz property will come in handy
further on, which is why we establish it formally here.

Proposition 12. Consider a bounded sublinear rate operator Q. Then

Q8.
∥∥Qf −Qg

∥∥
∞ ≤ ∥Q∥b∥f − g∥∞ for all f, g ∈ B; and

Q9.
∥∥QA−QB

∥∥
b
≤ ∥Q∥b∥A− B∥b for all A,B ∈ Ob.

Proof. Since the two properties in the statement are trivial if ∥Q∥b = 0 ⇔ Q = O,
we assume without loss of generality that ∥Q∥b > 0. For (Q8), we fix some f, g ∈ B.
Then with ∆ := 2/∥Q∥b,

∥Qf −Qg∥∞ =
1

∆
∥∆Qf −∆Qg∥∞ ≤ 1

∆
∥(I+∆Q)f − (I+∆Q)g∥∞ +

1

∆
∥f − g∥∞.
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Now we know from Lemma 11 that I +∆Q is a sublinear transition operator, so it
follows from the previous inequality and (T11) that

∥Qf −Qg∥∞ ≤ 2

∆
∥f − g∥∞ = ∥Q∥b∥f − g∥∞,

which is the inequality we were after
Property (Q9) follows immediately from (Q8) due to Lemma 6. □

3. The sublinear transition semigroup generated by a bounded
sublinear rate operator

Now that we have gone over the preliminaries, it is time to get going on our
first goal: to define the operator exponential of a bounded rate operator through
a Cauchy sequence of sublinear transition operators. After doing so in Section 3.1,
we investigate the properties of the family of operator exponentials in Section 3.2.

3.1. The exponential of a bounded sublinear rate operator. The path which
we will follow is the one outlined by Krak, De Bock, and Siebes [18, Section 7.3] in
the case of a finite state space, who took inspiration from earlier work by De Bock
[8] and Škulj [27]. The crucial idea is to combine Lemma 11 with the following ob-
servation: for any two sublinear transition operators S and T, their composition ST
is again a sublinear transition operator. Henceforth, we will use this basic observa-
tion implicitly in order not to unnecessarily repeat ourselves. The combination of
these two results leads to the following key result; it is generalises Corollary 7.10
in [18], but goes back to well-known ideas in the theory of operators [4].

Theorem 13. Consider a bounded sublinear rate operator Q, and fix some t ∈ R≥0.

Then the sequence ((I + t
nQ)n)n∈N of bounded operators is Cauchy, and its limit

etQ := lim
n→+∞

(
I +

t

n
Q

)n

is a sublinear transition operator.

To prove this result, we will rely on two intermediary results which generalise
Lemmas E.4 and E.5 in [18], respectively; the proofs of these generalised results
follow the proofs of the originals closely, whence I have relegated them to Appen-
dix B.

Lemma 14. Consider some n ∈ N and some sublinear transition operators T1, . . . ,Tn

and S1, . . . ,Sn. Then

∥∥T1 · · ·Tn − S1 · · · Sn
∥∥
b
≤

n∑
k=1

∥∥Tk − Sk
∥∥
b
.

Lemma 15. Consider a bounded sublinear rate operator Q. Then for all ∆ ∈ R≥0

such that ∆∥Q∥b ≤ 2 and ℓ ∈ N,∥∥∥∥∥
(
I +

∆

ℓ
Q

)ℓ

− (I + ∆Q)

∥∥∥∥∥
b

≤ ∆2∥Q∥2b.
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Proof for Theorem 13. Fix some n,m ∈ N such that t∥Q∥b ≤ 2min{n,m}. Then
by the triangle inequality,∥∥∥∥(I + t

n
Q

)n

−
(
I +

t

m
Q

)m∥∥∥∥
b

≤
∥∥∥∥(I + t

n
Q

)n

−
(
I +

t

nm
Q

)nm∥∥∥∥
b

+

∥∥∥∥(I + t

nm
Q

)nm

−
(
I +

t

m
Q

)m∥∥∥∥
b

.

Now since t∥Q∥b ≤ 2n ≤ 2nm, it follows from Lemma 11, Lemma 14 (with Tk =
(I + t

nQ) and Sk = (I + t
nmQ)m) and Lemma 15 (with ∆ = t

n and ℓ = m) that∥∥∥∥(I + t

n
Q

)n

−
(
I +

t

nm
Q

)nm∥∥∥∥
b

≤ n

∥∥∥∥(I + t

n
Q

)
−
(
I +

t

nm
Q

)m∥∥∥∥
b

≤ n

(
t

n

)2

∥Q∥2b

=
1

n
t2∥Q∥2b.

A similar argument shows that∥∥∥∥(I + t

m
Q

)m

−
(
I +

t

nm
Q

)nm∥∥∥∥
b

≤ 1

m
t2∥Q∥2b,

and therefore ∥∥∥∥(I + t

n
Q

)n

−
(
I +

t

m
Q

)m∥∥∥∥
b

≤
(
1

n
+

1

m

)
t2∥Q∥2b.

From this, we infer that ((I + t
nQ)n)n∈N is a Cauchy sequence.

Since (Ob, ∥•∥b) is a Banach space [Proposition 5], this Cauchy sequence con-
verges to a limit

etQ = lim
n→+∞

(
I +

t

n
Q

)n

in Ob. That this limit etQ is a sublinear transition operator follows from its defi-
nition as the limit of ((I + t

nQ)n)n∈N because (i) we know from Lemma 11 that for

sufficiently large n, (I+ t
nQ) and therefore (I+ t

nQ)n is a sublinear transition oper-
ator; and (ii) the axioms (T1)–(T3) of sublinear transition operators are preserved
under limits. □

With Q a bounded sublinear rate operator and t ∈ R≥0, we call e
tQ the operator

exponential of tQ because its defining limit expression mirrors one of the many
limit expressions for the exponential of a real number. It is quite peculiar that we
obtain Euler’s limit expression, though, as it is not commonly used in the theory
of (nonlinear) semigroups.2

2The limit expression that is usually encountered is—see, for example, [17, Theorem 11.3.2],
[20, Chapter 4], [30, Chapter IX] or [11, Chapter II]—of the form

eA = lim
n→+∞

(
I−

1

n
A

)−n

,

which of course requires that the inverse of the operator on the right hand side is well defined.
Note, also, that usually this definition is done pointwise, so through a limit in the ‘original’ Banach

space (here B) instead of through a limit in a suitable Banach space of operators (here Ob).
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3.2. The exponential family. Theorem 13 provides a way to obtain a fam-

ily (etQ)t∈R≥0
of sublinear transition operators starting from a bounded sublinear

rate operator. Due to the results in [13, Section 5], we are particularly interested
in whether such a family forms a semigroup. The following result establishes that,
quite nicely, this is always the case; it is related to Theorem 2.5.3 in [4], so it should
come as no surprise that the proofs are similar.

Proposition 16. Consider a bounded sublinear rate operator Q. Then (etQ)t∈R≥0

is a uniformly continuous sublinear transition semigroup.

Our proof for Proposition 16 makes use of the following intermediary result,
which will come in handy further on as well.

Lemma 17. Consider a bounded sublinear rate operator Q. Then for all s, t ∈ R≥0,∥∥esQ − etQ
∥∥
b
≤ |s− t|∥Q∥b.

Consequently, the function e•Q : R≥0 → Ob : t 7→ etQ is Lipschitz continuous.

Proof. Fix some s, t ∈ R≥0 and observe that for all n ∈ N,∥∥esQ − etQ
∥∥
b
≤
∥∥∥esQ −

(
I +

s

n
Q
)n∥∥∥

b
+
∥∥∥etQ −

(
I +

t

n
Q
)n∥∥∥

b

+

∥∥∥∥(I + s

n
Q
)n

−
(
I +

t

n
Q

)n∥∥∥∥
b

.

For the last term, it follows from Lemmas 11 and 14 that for all n ∈ N such that
t∥Q∥b/2 ≤ n and s∥Q∥b/2 ≤ n,∥∥∥∥(I + s

n
Q
)n

−
(
I +

t

n
Q

)n∥∥∥∥
b

≤ n

∥∥∥∥(I + s

n
Q
)
−
(
I +

t

n
Q

)∥∥∥∥
b

= |s− t|∥Q∥b.

Due to Theorem 13, the inequality in the statement now follows from all this by
taking the limit for n → +∞ in the first equality of this proof. □

Proof of Proposition 16. It follows immediately from Theorem 13 that e0Q = I
[(SG2)]. Our proof of the semigroup property (SG1) is one in three parts.

First, we prove the following, perhaps a bit less immediate, consequence of The-
orem 13:

(8) entQ =
(
etQ
)n

for all t ∈ R≥0, n ∈ N.

Indeed, for all ϵ ∈ R>0 there is some k ∈ N such that t∥Q∥b ≤ 2k and∥∥∥∥∥entQ −
(
I +

nt

nk
Q

)nk
∥∥∥∥∥
b

<
ϵ

2
and

∥∥∥∥∥etQ −
(
I +

t

k
Q

)k
∥∥∥∥∥
b

<
ϵ

2n
.

From this, Lemma 11 and Lemma 14 (with Tk = etQ and S = (I+ t
kQ)k), it follows

that ∥∥∥∥∥(etQ)n −
(
I +

t

k
Q

)nk
∥∥∥∥∥
b

≤ n

∥∥∥∥∥etQ −
(
I +

t

k
Q

)k
∥∥∥∥∥
b

<
ϵ

2
,

and therefore∥∥∥entQ −
(
etQ
)n∥∥∥

b
≤

∥∥∥∥∥entQ −
(
I +

nt

nk
Q

)nk
∥∥∥∥∥
b

+

∥∥∥∥∥(etQ)n −
(
I +

t

k
Q

)nk
∥∥∥∥∥
b

< ϵ.
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Since ϵ ∈ R>0 was arbitrary, this verifies Eq. (8).
Second, we use Eq. (8) to show that for all p, q ∈ Q≥0, and with np, nq ∈ Z≥0

and d ∈ N such that p = np/d and q = nq/d,

(9) epQeqQ =
(
e

1
dQ
)np
(
e

1
dQ
)nq

=
(
e

1
dQ
)np+nq

= e(p+q)Q.

Third, we fix some s, t ∈ R≥0 and some ϵ ∈ R>0. Then because e•Q is (Lipschitz)

continuous [Lemma 17], there are some p, q ∈ Q≥0 such that ∥esQ − epQ∥b < ϵ/3,

∥etQ − eqQ∥b < ϵ/3 and ∥e(s+t)Q − e(p+q)Q∥b < ϵ/3. From this, Eq. (9) and
Lemma 14, it follows that∥∥esQetQ − e(s+t)Q

∥∥
b
≤
∥∥esQetQ − epQeqQ

∥∥
b
+
∥∥e(s+t)Q − e(p+q)Q

∥∥
b

≤
∥∥esQ − epQ

∥∥
b
+
∥∥etQ − eqQ

∥∥
b
+
∥∥e(s+t)Q − e(p+q)Q

∥∥
b

< ϵ.

Since this inequality holds for arbitrary ϵ ∈ R>0, we conclude that e
sQetQ = e(s+t)Q,

as required for (SG1).

Finally, the uniform continuity of the semigroup (etQ)t∈R≥0
follows immediately

from Lemma 17 □

Let us investigate the function

e•Q : R≥0 → Ob : t 7→ etQ,

with Q a bounded sublinear rate operator, a bit more. We now know that this
function is (Lipschitz) continuous. The natural follow up question, then—at least

to me—is whether this function etQ is differentiable. The following result answers
this question positively; in doing so, it generalises Proposition 7.15 in [18] and
Proposition 9 in [8] to the setting of countable instead of finite X .

Proposition 18. Consider a bounded sublinear rate operator Q. Then for all t ∈
R≥0,

lim
s→t

esQ − etQ

s− t
= QetQ.

Proof. Let us prove an intermediary result first. Fix some ∆ ∈ R≥0 such that

∆∥Q∥b ≤ 2. Then for all n ∈ N,∥∥∥∥∥e∆Q − I

∆
−Q

∥∥∥∥∥
b

=
1

∆

∥∥e∆Q − (I + ∆Q)
∥∥
b

≤ 1

∆

∥∥∥∥e∆Q −
(
I +

∆

n
Q

)n∥∥∥∥
b

+
1

∆

∥∥∥∥(I + ∆

n
Q

)n

− (I + ∆Q)

∥∥∥∥
b

.

It follows from this, Theorem 13 and Lemma 15 that∥∥∥∥∥e∆Q − I

∆
−Q

∥∥∥∥∥
b

≤ lim sup
n→+∞

1

∆

∥∥∥∥e∆Q −
(
I +

∆

n
Q

)n∥∥∥∥
b

+
1

∆

∥∥∥∥(I + ∆

n
Q

)n

− (I + ∆Q)

∥∥∥∥
b

= ∆∥Q∥2b.(10)

Let us consider the right-sided limit first. To this end, we fix some s ∈ R≥0 with

s > t. Using the semigroup property (SG1) of e•Q [Proposition 16], we find with
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∆ := s− t that∥∥∥∥∥esQ − etQ

s− t
−QetQ

∥∥∥∥∥
b

=

∥∥∥∥∥
(
e∆Q − I

∆
−Q

)
etQ

∥∥∥∥∥
b

≤

∥∥∥∥∥e∆Q − I

∆
−Q

∥∥∥∥∥
b

,

where for the inequality we used Eq. (2) and (T11). Since Eq. (10) holds for
sufficiently small ∆, we conclude from this that

lim
s↘t

esQ − etQ

s− t
= QetQ.

The left-sided limit is similar, although we need one extra step in the argument.
Suppose that t > 0, and fix some s ∈ R≥0 such that s < t. Then with ∆ := t− s =
−(s− t), ∥∥∥∥∥esQ − etQ

s− t
−QetQ

∥∥∥∥∥
b

=

∥∥∥∥∥e(t−∆)Q − etQ

−∆
−QetQ

∥∥∥∥∥
b

=

∥∥∥∥∥
(
I− e∆Q

−∆
−Qe∆Q

)
e(t−∆)Q

∥∥∥∥∥
b

≤

∥∥∥∥∥ I− e∆Q

−∆
−Qe∆Q

∥∥∥∥∥
b

.

Observe now that∥∥∥∥∥ I− e∆Q

−∆
−Qe∆Q

∥∥∥∥∥
b

=

∥∥∥∥∥e∆Q − I

∆
−Qe∆Q

∥∥∥∥∥
b

≤

∥∥∥∥∥e∆Q − I

∆
−Q

∥∥∥∥∥
b

+
∥∥QI−Qe∆Q

∥∥
b

≤

∥∥∥∥∥e∆Q − I

∆
−Q

∥∥∥∥∥
b

+
∥∥Q∥∥

s

∥∥I− e∆Q
∥∥
b
,

where for the final inequality we used (Q9). It follows from this, Eq. (10) and Lemma 17
that

lim
s↗t

esQ − etQ

s− t
= QetQ. □

From Lemma 17 and Propositions 12 and 18, we know that e•Q belongs to C1(R≥0,Ob),
and that it is a solution of the abstract Cauchy problemlim

s→t

Ss − St
s− t

= QSt for all t ∈ R≥0

S0 = I.

Even more, due to Proposition 12 it follows from the Cauchy–Lipschitz Theorem—

see for example Theorem 7.3 in [3]—that e•Q is the unique solution (in C1(R≥0,Ob))
to this abstract Cauchy problem.

4. Uniformly continuous sublinear transition semigroups

The question now arises whether the converse of the main results in the pre-
vious section also hold: is every uniformly continuous sublinear transition semi-
group (Tt)t∈R≥0

generated by a bounded sublinear rate operator Q, in the sense
that

Tt = etQ for all t ∈ R≥0?
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In this section we set out to show that the answer to this question is positive.
Before we get into our investigation, let us take a closer look at the requirement

of uniform continuity for sublinear transition semigroups.

Proposition 19. A sublinear transition semigroup T• is uniformly continuous if
and only if

lim sup
t↘0

∥∥∥∥Tt − I

t

∥∥∥∥
b

< +∞.

The proof of this result is a bit long and not necessarily informative, but the
interested reader can find it in Appendix C.

We’ll to progress through a sequence of (intermediate) results in order to estab-
lish the main result, Theorem 23 further on. As a first step, we set out to establish
the ‘inverse’ to Theorem 13: instead of defining the exponential of a bounded
sublinear rate operator through a Cauchy sequence, we seek to define the natural
logarithm of a sublinear transition semigroup through a Cauchy sequence. The way
we will go about this is to generalise the following well-known limit expression for
the natural logarithm: for any strictly positive real number α ∈ R>0,

lnα = lim
n→+∞

n(α
1
n − 1).

To translate this limit expression to the setting of bounded operators, we (i) re-

place α by Tt and 1 by I, and (ii) note that since Tt =
(
Tt/n

)n
, we can think of Tt/n

as the—or an—n-th root of Tt. It still surprises me that this approach works, since
never before have I seen this limit expression in the setting of operators.

Proposition 20. For any uniformly continuous sublinear transition semigroup (Tt)t∈R≥0

and t ∈ R≥0, the sequence
(
n(Tt/n − I)

)
n∈N is Cauchy in Ob, and its limit

lnTt := lim
n→+∞

n(Tt/n − I)

is a bounded sublinear rate operator.

In our proof for Proposition 20 we will rely on Proposition 19 and the following
intermediary result, which establishes a convenient bound on ∥T−I−n(Tt/n−I)∥b.

Lemma 21. Consider a sublinear transition operator T. Then for all n ∈ N,∥∥(Tn − I)− n(T− I)
∥∥
b
≤ n(n− 1)

2

∥∥T− I
∥∥
b

2
.

Proof. Our proof will be one by induction. The statement is clearly satisfied for
n = 1, so it remains for us to check the inductive step. So we suppose that the
inquality in the statement holds for some n ∈ N, and set out to show that

(11)
∥∥(Tn+1 − I)− (n+ 1)(T− I)

∥∥
b
≤ (n+ 1)n

2
∥T− I∥2b.

First, we rewrite the operator on the left-hand side of this inequality:

(T
n+1 − I)− (n+ 1)(T− I) = (T

n+1 − I)− n(T− I)− (T− I)

= (T
n − I)T− n(T− I).

Adding and subtracting n(T− I)T on the right-hand side then gives

(T
n+1 − I)− (n+ 1)(T− I) =

(
(T

n − I)− n(T− I)
)
T+ n(T− I)T− n(T− I),
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so we see that∥∥(Tn+1−I)−(n+1)(T−I)
∥∥
b
≤
∥∥((Tn−I)−n(T−I)

)
T
∥∥
b
+
∥∥n(T−I)T−n(T−I)I

∥∥
b
.

For the first term on the right-hand side of this inequality, it follows from Eq. (2),
(T11) and the induction hypothesis that∥∥((Tn − I)− n(T− I)

)
T
∥∥
b
≤
∥∥(Tn − I)− n(T− I)

∥∥
b

∥∥T∥∥
b

=
∥∥(Tn − I)− n(T− I)

∥∥
b

≤ n(n− 1)

2
∥T− I∥2b.

For the second term, we recall from Lemma 10 that n(T− I) is a bounded sublinear
rate operator; as T and I are both bounded operators, it therefore follows from
(Q9) that∥∥n(T− I)T− n(T− I)I

∥∥
b
≤
∥∥n(T− I)

∥∥
b

∥∥T− I
∥∥
b
= n∥T− I∥2b.

Thus, we see that∥∥(Tn+1− I)−(n+1)(T− I)
∥∥
b
≤ n(n− 1)

2
∥T− I∥2b+n∥T− I∥2b =

(n+ 1)n

2
∥T− I∥2b,

which verifies Eq. (11) and concludes our proof. □

Proof of Proposition 20. The statement holds trivially in case t = 0, so we assume
without loss of generality that t > 0. Since (Tt)t∈R≥0

is uniformly continuous by
assumption, it follows from Proposition 19 that

β := sup

{∥∥∥∥Tt − I

t

∥∥∥∥
b

: t ∈ R>0

}
< +∞.

Consequently, for all k ∈ N,

(12)
∥∥T t

k
− I
∥∥
b
≤ tβ

k
.

Fix some n,m ∈ N. Then∥∥n(T t
n
− I)−m

(
T t

m
− I
)∥∥

b

=
∥∥∥n(T t

n
− I
)
− nm

(
T t

nm
− I
)
+ nm

(
T t

nm
− I
)
−m

(
T t

m
− I
)∥∥∥

b

≤ n
∥∥∥(T t

n
− I
)
−m

(
T t

nm
− I
)∥∥∥

b
+m

∥∥∥(T t
m

− I
)
− n

(
T t

nm
− I
)∥∥∥

b
.

From the semigroup property (SG1) of (Tt)t∈R≥0
, we infer that

T t
n
=
(
T t

nm

)m
and T t

m
=
(
T t

nm

)n
.

Due to these two inequalities, it follows from the preceding inequality, Lemma 21
and Eq. (12) that∥∥n(T t

n
− I)−m(T t

m
− I)

∥∥
b
≤ n

m(m− 1)

2

(
tβ

nm

)2

+m
n(n− 1)

2

(
tβ

nm

)2

=
1

2n

m(m− 1)

m2
t2β2 +

1

2m

n(n− 1)

n2
t2β2

<
1

2

(
1

n
+

1

m

)
t2β2.
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Since this inequality holds for arbitrary n,m ∈ N, we can conclude that the se-
quence (n(Tt/n)− I)n∈N in Ob is Cauchy. As (Ob, ∥•∥b) is complete, this sequence
converges to the bounded operator

lnTt = lim
n→+∞

n
(
T t

n
− I
)
.

To verify that the bounded operator lnTt is a sublinear rate operator, it suffices
to realise that (i) for all n ∈ N, n(Tt/n − I) is a bounded rate operator due to
Lemma 10; and (ii) the axioms (Q1)–(Q4) of a rate operator are preserved when
taking limits. □

Its limit expression already warrants calling lnTt the ‘(natural) operator loga-
rithm of Tt,’ but the following result provides full justification: the operator loga-
rithm is indeed the inverse of the operator exponential.

Proposition 22. For any bounded sublinear rate operator Q,

ln etQ = tQ for all t ∈ R≥0.

Conversely, for any uniformly continuous semigroup (Tt)t∈R≥0
of sublinear transi-

tion operators,

Tt = eln Tt for all t ∈ R≥0.

Proof. For the first part of the proof, recall from Proposition 16 and Lemma 17

that (esQ)s∈R≥0
is a uniformly continuous sublinear transition semigroup, so the

operator logarithm is well defined. The equality for t = 0 holds trivially because

e0Q = I, so we assume without loss of generality that t ∈ R>0. Fix some ϵ ∈ R>0.

Then it follows from Propositions 18 and 20—and the fact that e0Q = I—that there
is some n ∈ N such that∥∥∥∥∥e

t
nQ − I

t
n

−Q

∥∥∥∥∥
b

<
ϵ

2t
and

∥∥∥n(e t
nQ − I)− ln etQ

∥∥∥
b
<

ϵ

2
.

From this, it follows that

∥ln etQ − tQ∥b ≤
∥∥∥ln etQ − n(e

t
nQ − I)

∥∥∥
b
+
∥∥∥n(e t

nQ − I)− tQ
∥∥∥
b

=
∥∥∥ln etQ − n(e

t
nQ − I)

∥∥∥
b
+ t

∥∥∥∥∥e
t
nQ − I

t
n

−Q

∥∥∥∥∥
b

< ϵ.

Since this holds for arbitrary ϵ ∈ R>0 and arbitrary t ∈ R>0, we have proven the
first part of the statement.

For the second part of the statement, we again fix some ϵ ∈ R>0 and t ∈
R≥0. Then due to Theorem 13 and Proposition 20 there is some n ∈ N such that

∥lnTt∥b ≤ 2n,∥∥∥∥eln Tt −
(
I +

1

n
lnTt

)n∥∥∥∥
b

<
ϵ

2
and

∥∥∥lnTt − n
(
T t

n
− I
)∥∥∥

b
<

ϵ

2
.

Note furthermore that

I +
1

n

(
n
(
T t

n
− I
))

= T t
n
;
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we use that (T t
n
)n = Tt because (Tt)t∈R≥0

is a semigroup, to yield(
I +

1

n

(
n
(
T t

n
− I
)))n

= Tt.

Since ∥lnTt∥b ≤ 2n by construction, Lemma 11 ensures that I+ 1
n lnTt is a sublinear

transition operator; this means that we may invoke Lemma 14, to yield∥∥∥∥(I + 1

n
lnTt

)n

−
(
I +

1

n

(
n
(
T t

n
− I
)))n∥∥∥∥

b

≤ n

∥∥∥∥(I + 1

n
lnTt

)
−
(
I +

1

n

(
n
(
T t

n
− I
)))∥∥∥∥

b

=
∥∥∥lnTt − n

(
T t

n
− I
)∥∥∥

b

<
ϵ

2
.

From all this, it follows that∥∥Tt − eln Tt
∥∥
b
=

∥∥∥∥(I + 1

n

(
n
(
T t

n
− I
)))n

− eln Tt

∥∥∥∥
b

≤
∥∥∥∥(I + 1

n

(
n
(
T t

n
− I
)))n

−
(
I +

1

n
lnTt

)n∥∥∥∥
b

+

∥∥∥∥(I + 1

n
lnTt

)n

− eln Tt

∥∥∥∥
b

< ϵ.

Since ϵ ∈ R>0 was arbitrary, this shows that Tt = eln Tt , as required. □

At long last, we are ready to provide a positive answer to the question posited
at the beginning of this section: is every uniformly continuous sublinear transition
semigroup generated by a bounded sublinear rate operator?

Theorem 23. Let (Tt)t∈R≥0
be a sublinear transition semigroup. If this semigroup

is uniformly continuous, then lnT1 is a bounded sublinear rate operator, and

Tt = et ln T1 for all t ∈ R≥0.

Proof. Since (Tt)t∈R≥0
is a uniformly continuous sublinear transition semigroup,

Proposition 20 guarantees that for all t ∈ R≥0, lnTt is a bounded sublinear rate
operator, while Proposition 22 ensures that

Tt = eln Tt for all t ∈ R≥0.

As (et ln T1)t∈R≥0
is uniformly continuous as well [Lemma 17], it suffices to show

that Tt = eln Tt = et ln T1 for all t in some dense subset T of R≥0, and we will do
so for T = Q≥0. That is, it suffices to show that

(13) lnTq = q lnT1 for all q ∈ Q≥0.

To this end, note that for all t ∈ R≥0 and n ∈ N, it follows from Proposition 20
that

(14) lnTnt = lim
k→+∞

nk
(
T nt

nk
− I
)
= n lim

k→+∞
k
(
T t

k
− I
)
= n lnTt.



UNIFORMLY CONTINUOUS SEMIGROUPS OF SUBLINEAR TRANSITION OPERATORS 19

Now fix some q ∈ Q≥0. Then there are some n ∈ Z≥0 and d ∈ N such that q = n/d,
and Eq. (14) tells us that

lnTn
d
= n lnT 1

d
and lnT1 = lnT d

d
= d lnT 1

d
.

Because d > 0, these equalities clearly imply the one in Eq. (13) for q = n/d, and
this concludes our proof. □

5. Downward continuity

The notion of downward continuity plays an important role in the setting of
sublinear expectations for countable-state uncertain processes, so we will take it
into account here as well. We say that a sequence (fn)n∈N is decreasing if fn ≥ fn+1

for all n ∈ N, and then write (fn)n∈N ↘ f if it converges pointwise to f ∈ B. An
operator A ∈ O is called downward continuous—sometimes also continuous from
above—if for all x ∈ X , the corresponding component functional [T•](x) : B → R
is downward continuous, meaning that

lim
n→+∞

[Tfn](x) = [Tf ](x) for all BN ∋ (fn)n∈N ↘ f ∈ B,

where here and in the reminder, we write ‘BN ∋ (fn)n∈N ↘ f ∈ B’ to mean
any decreasing sequence (fn)n∈N ∈ BN that converges pointwise to some f ∈ B—
which is the case if and only if (fn)n∈N is uniformly bounded (below). Note that
the identity operator I and the zero operator O are trivially downward continuous.

If X is finite, then a sequence (fn)n∈N ∈ BN converges pointwise to some f ∈ B
if and only if it converges uniformly to f , in the sense that

lim
n→+∞

∥fn − f∥∞ = 0.

Hence, whenever this is the case, for any sublinear transition operator T it follows
immediately from (T9) that

lim
n→+∞

Tfn = Tf, and therefore lim
n→+∞

[Tfn](x) = [Tf ](x) for all x ∈ X .

Consequently, if X is finite then any sublinear transition operator is trivially down-
ward continuous.

The main result of this section is the following, which ties the downward conti-

nuity of the semigroup (etQ)t∈R≥0
to the downward continuity of the sublinear rate

operator Q.

Proposition 24. A bounded sublinear rate operator Q is downward continuous if

and only if etQ is downward continuous for all t ∈ R≥0.

In our proof, we’ll make use of the following intermediary results.

Lemma 25. For any bounded sublinear rate operator Q and any ∆ ∈ R>0 such
that ∆∥Q∥b ≤ 2, T := I+∆Q is downward continuous if and only if Q is downward
continuous. Conversely, for any sublinear transition operator T and λ ∈ R>0, Q :=
λ(T− I) is downward continuous if and only if T is downward continuous.

Proof. Since I is trivially downward continuous, it follows immediately from the
definition of T = I + ∆Q that one of T and Q is downward continuous if and only
if the same holds for the other. Similarly, it is clear that Q = λ(T− I) is downward
continuous if and only if T is downward continuous. □
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Lemma 26. Consider some k ∈ N and some operators A1, . . . , Ak that are
isotone, meaning that Aℓf ≤ Aℓg for all f, g ∈ B such that f ≤ g. If Aℓ is
downward continuous for all ℓ ∈ {1, . . . , k}, then A1 · · ·Ak is downward continuous
as well.

Proof. Since the composition of isotone operators is again an isotone operator, it
clearly suffices to prove the statement for k = 2. To prove that A1A2 is downward
continuous, we fix some BN ∋ (fn)n∈N ↘ f ∈ B. Since (fn)n∈N decreases pointwise
to f and A2 is assumed to be isotone and downward continuous, (A2fn)n∈N ∈ BN

is decreasing and converges pointwise to A2f ∈ B. Since in its turn A1 is assumed
to be downward continuous, this implies that for all x ∈ X ,

lim
n→+∞

[(A1A2)fn](x) = lim
n→+∞

[A1(A2fn)](x) = [A1(A2f)](x) = [(A1A2)f ](x). □

Proof of Proposition 24. For the implication to the left, we assume that Q is down-

ward continuous and set out to show that then etQ is downward continuous for all
t ∈ R≥0. Since e0Q = I is trivially downward continuous, we assume without loss
of generality that t > 0. Then for all x ∈ X and BN ∋ (fn) ↘ f ∈ B, we need to
show that

(15) lim
n→+∞

[
etQfn

]
(x) =

[
etQf

]
(x).

So fix any such x ∈ X and BN ∋ (fn) ↘ f ∈ B, and let β := max{∥f1∥∞, ∥f∥∞}.
Since (fn)n∈N decreases to f , it is clear that sup f1 ≥ sup f2 ≥ · · · ≥ sup f and
inf f1 ≥ inf f2 ≥ · · · ≥ inf f ; consequently ∥fn∥∞ ≤ β for all n ∈ N.

If β = 0, then f1 = f2 = · · · = 0 = f , and Eq. (15) follows immediately

because etQ is a sublinear transition operator [Theorem 13] and therefore constant
preserving (T6).

For the case β > 0, we fix some ϵ ∈ R>0. Then by Theorem 13, there is some
k ∈ N such that t∥Q∥b ≤ 2k and, with ∆k := t/k,∥∥∥etQ −

(
I + ∆kQ

)k∥∥∥
b
<

ϵ

2β
.

From Lemmas 11 and 25 we know that I +∆kQ is a sublinear transition operator,
so in particular an isotone one [(T4)], that is downward continuous. Since the com-
position of downward continuous isotone operators is again a downward continuous
isotone operator [Lemma 26], we conclude that (I+∆kQ)k is downward continuous.

Next, we observe that for all n ∈ N,∣∣[etQfn](x)− [etQf](x)∣∣ ≤ ∣∣[etQfn](x)− [(I + ∆kQ)kfn
]
(x)
∣∣

+
∣∣[(I + ∆kQ)kfn

]
(x)−

[
(I + ∆kQ)kf

]
(x)
∣∣

+
∣∣[(I + ∆kQ)kf

]
(x)−

[
etQf

]
(x)
∣∣.

Because (I + ∆kQ)k is downward continuous, the middle term on the right-hand

side converges to 0. As etQ − (I +∆kQ)k is a bounded operator, we can bound the
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first term by∣∣[etQfn](x)− [(I + ∆kQ)kfn
]
(x)
∣∣ ≤ ∥∥etQfn − (I + ∆kQ)kfn

∥∥
∞

≤
∥∥etQ − (I + ∆kQ)k

∥∥
b
∥fn∥∞

<
ϵ

2β
β =

ϵ

2
.

In a similar manner we find for the third term that∣∣[etQf](x)− [(I + ∆kQ)kf
]
(x)
∣∣ < ϵ

2
.

Hence, it is clear that

lim
n→+∞

∣∣[etQfn](x)− [etQf](x)∣∣ < ϵ.

Since this inequality holds for arbitrary ϵ ∈ R>0, it implies the equality in Eq. (15),
and this finalises our proof for the implication to the left.

The main idea for the proof of the converse implication is straightforward: the

downward continuity of Q follows from that of etQ for all t ∈ R≥0 and I because

due to Proposition 18, Q can be approximated by e∆Q−I
∆ for some sufficiently small

∆. Since the formal argument is similar (but more straightforward) as the one in
the first part of this proof, we leave it as an exercise to the reader. □

6. Comparison to Nisio semigroups

Nendel [22, Section 5] also considers semigroups of sublinear transition operators,
but the way he constructs them differs a bit from the approach I’ve taken in this
work. Their starting point is a set T of Markov semigroups—that is, a set of
semigroups of linear transition operators that are downward continuous. To make
the connection more clear, observe that for any Markov semigroup (Tt)t∈R≥0

, it
follows from the Daniell–Stone Theorem that its matrix representation, given by

Tt(x, y) = [TtIy](x) for all t ∈ R≥0, x, y ∈ X ,

is in one-to-one correspondence with what is known as a ‘transition (matrix) func-
tion’, sometimes (somewhat ambiguously) shortened to ‘transition matrix’, see [1,
§ 1.1], [25, Example III.3.6], [17, Section 23.10] and [5, Part II, §1]. It now follows
from Theorem 3 and Proposition 24—and is essentially well-known, see for exam-
ple [17, Section 23.11] or [5, Section II.19, Theorem 2]—that such a Markov semi-
group (Tt)t∈R≥0

is uniformly continuous if and only it is generated by a bounded
downward continuous linear operator Q, in the sense that

(16) Tt = etQ = lim
n→+∞

(
I +

t

n
Q

)n

=

+∞∑
n=0

tnQn

n!
for all t ∈ R≥0;

note that the matrix representation of Q must have the following properties:

(i) Q(x, y) ≥ 0 for all x, y ∈ X with x ̸= y;
(ii) Q(x, x) = −

∑
y ̸=x Q(x, y) for all x ∈ X ;

(iii) sup{−Q(x, x) : x ∈ X} < +∞.

Nendel [22] constructs a sublinear transition semigroup (St)t∈R≥0
such that for

any Markov semigroup (Tt)t∈R≥0
∈ T,

Ttf ≤ Stf for all t ∈ R≥0, f ∈ B.
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Moreover, this ‘Nisio semigroup’ (St)t∈R≥0
is the point-wise smallest semigroup that

dominates T: for any semigroup (St)t∈R≥0
such that

Ttf ≤ Stf for all (Ts)s∈R≥0
∈ T, t ∈ R≥0, f ∈ B,

he shows that

Ttf ≤ Stf ≤ Stf for all (Ts)s∈R≥0
∈ T, t ∈ R≥0, f ∈ B.

To compare this to our approach, let us consider the setting of his Remark 5.6 [22].
First, we assume that every Markov semigroup T• = (Tt)t∈R≥0

in T is uniformly
continuous, or equivalently, is generated by the downward continuous bounded rate
operator

QT• := lim
t↘0

Tt − I

t
.

Second, we assume that the set of corresponding rate operators is uniformly bounded:

sup{∥Q∥b : Q ∈ Q} < +∞ with Q := {QT• : T• ∈ T}.

Nendel [22] shows, then, that for all f ∈ B,

(17) R≥0 → B : t 7→ Stf

is the unique solution to the Cauchy problem

(18)

lim
s→t

v(s)− v(t)

s− t
= Qv(t) for all t ∈ R≥0

v(0) = f,

where Q: B → B is the pointwise upper envelope of Q, which—as is explained in
Appendix A—is defined for all f ∈ B by

Qf : X → R : x 7→ sup{[Qf ](x) : Q ∈ Q}.

Now Proposition 28 in Appendix A establishes that Q is a bounded sublinear rate
operator. This is relevant here because it follows from Proposition 18 that

R≥0 → B : t 7→ etQf

solves the Cauchy problem in Eq. (18), from which we may conclude that the Nisio
semigroup (St)t∈R≥0

is generated by Q:

St = etQ for all t ∈ R≥0.

Appendix A. Sets of rate operators

For any set Q of rate operators, its corresponding pointwise upper envelope

QQ : B → RX

maps any f ∈ B to

QQf : X → R ∪ {+∞} : x 7→ [QQf ](x) := sup
{
[Qf ](x) : Q ∈ Q

}
.

From this definition, it is easy to see that QQ is an operator—that is, that it has
B as codomain—if and only if

(19) sup
{∣∣sup{[Qf ](x) : Q ∈ Q

}∣∣ : x ∈ X
}
< +∞ for all f ∈ B.

Whenever this is the case, QQ turns out to be a sublinear rate operator.
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Lemma 27. Consider a set Q of bounded rate operators. Then the corresponding
pointwise upper envelope QQ is an operator if and only if Eq. (19) holds; if this is

the case, then QQ is a sublinear rate operator.

Proof. The necessity and sufficiency of Eq. (19) follows immediately from the def-
inition of QQ. That QQ is a sublinear rate operator follows immediately from its

definition as a pointwise supremum: QQ is sublinear and satisfies (Q3) and (Q4)
because every rate operator Q ∈ Q is linear and satisfies (Q3) and (Q4). □

It suffices for Eq. (19) that Q is uniformly bounded with respect to the operator
norm ∥•∥b, in the sense that sup{∥Q∥b : Q ∈ Q} < +∞. In fact, this sufficient
condition also ensures that QQ is a bounded operator.

Proposition 28. Consider a set Q of rate operators. Then the corresponding
upper envelope QQ is a bounded operator if and only if Q is uniformly bounded

with respect to ∥•∥b, in which case QQ is a sublinear rate operator and

∥QQ∥b = sup
{
∥Q∥b : Q ∈ Q

}
.

Proof. For the sufficiency, assume that β := sup{∥Q∥b : Q ∈ Q} < +∞. To use
this to our advantage, we observe that for all f ∈ B and Q ∈ Q,

−β∥f∥∞ ≤ ∥Q∥s∥f∥∞ ≤ −Q(−f) = Qf ≤ ∥Q∥s∥f∥∞ ≤ β∥f∥∞.

These inequalities imply that (19) is satisfied, so we know from Lemma 27 that QQ
is a sublinear rate operator. It now follows from Proposition 9, the definition of
QQ, Eq. (4) and Proposition 9 that

∥QQ∥s = sup
{
[QQ(1− 2Ix)](x) : x ∈ X

}
= sup

{
sup
{
[Q(1− 2Ix)](x) : Q ∈ Q

}
: x ∈ X

}
= sup

{
sup
{
[Q(1− 2Ix)](x) : x ∈ X

}
: Q ∈ Q

}
= sup

{
∥Q∥b : Q ∈ Q

}
.

Since by assumption Q is uniformly bounded with respect to ∥•∥b, we infer from
these equalities that QQ is a bounded operator, as required. Since QQ is bounded
and positively homogeneous, it also follows immediately from this equality and
Eq. (4) that

∥QQ∥b = ∥QQ∥s = sup
{
∥Q∥b : Q ∈ Q

}
.

For the necessity, suppose that QQ is a bounded operator. Then we know from

Lemma 27 that QQ is a sublinear rate operator. Hence, in a reversal of the argument
in the first part of this proof, it follows from Eq. (4) and Proposition 9, the definition
of QQ and again Proposition 9 that

sup
{
∥Q∥b : Q ∈ Q

}
= ∥QQ∥s.

Since QQ is a bounded operator by assumption, we may conclude from this equality
that Q is uniformly bounded for ∥•∥b. □

We can also go the other way around, so from a sublinear rate operator Q to the
corresponding set of dominated rate operators

QQ :=
{
Q ∈ Q : (∀f ∈ B) Qf ≤ Qf

}
,
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where Q denotes the set of all rate operators. The next results establish some
properties of this set, including the following one.

Definition 29. A set Q of rate operators is separately specified if for any selec-
tion (Qx)x∈X in Q, there is a rate operator Q ∈ Q such that [Qf ](x) = [Qxf ](x)
for all f ∈ B and x ∈ X .

Proposition 30. Consider an upper rate operator Q. Then the set QQ of domi-
nated rate operators is non-empty, convex and separately specified.

Proof. That QQ is non-empty follows almost immediately from the Hahn–Banach

Theorem—see for example [3, Theorem 1.1] or [26, Theorem 12.31.(HB3)]. To
see why, recall that B is a real vector space, and observe that the set C ⊆ B of
constant functions is a linear subspace of B and that q : C → R : µ 7→ 0 is a linear
functional on C. For all x ∈ X , the component functional px : B → R : f 7→ [Qf ](x)
is sublinear and dominates q, so by the Hahn–Banach Theorem there is a linear
functional Qx on B that extends q and is dominated by px, whence

(20) −[Q(−f)](x) ≤ −Qx(−f) = Qx(f) ≤ [Qf ](x).

Consider now the operator Q: B → B defined by

[Qf ](x) := Qx(f) for all f ∈ B, x ∈ X ;

since Qf,−Q(−f) ∈ B, Eq. (20) ensures that Qf ∈ B. It is now clear that by
construction, Q is a linear operator that maps constant functions µ ∈ C to 0 satisfies
the positive maximum principle [as it is dominated by Q]. In other words, Q ∈ QQ,
so QQ is indeed non-empty.

To see that QQ is convex, it suffices to realise that (i) the convex combination

of two rate operators is again a rate operator, and (ii) if two rate operators are
dominated by Q, then so is their convex combination. To see that QQ is sepa-
rately specified, it suffices to realise that all requirements on rate operators and the
requirement of domination are pointwise for x ∈ X . □

Lemma 31. Consider a sublinear rate operator Q. Then

sup
{
∥Q∥b : Q ∈ QQ

}
= ∥Q∥s,

so Q is a bounded operator if and only if QQ is uniformly bounded. Whenever this

is the case, QQ is closed with respect to ∥•∥b.

Proof. The first part of the statement follows almost immediately from Eq. (4) and
Proposition 9 (twice):

sup
{
∥Q∥b : Q ∈ QQ

}
= sup

{
∥Q∥s : Q ∈ QQ

}
= sup

{
[Q(1− 2Ix)](x) : Q ∈ QQ, x ∈ X

}
= sup

{
[Q(1− 2Ix)](x) : x ∈ X

}
= ∥Q∥s.

In the remainder of this proof, we show that QQ is closed in (Ob, ∥•∥b). So

we fix any sequence (Qn)n∈N that converges to some A ∈ Ob, in the sense that
limn→+∞∥A − Qn∥b = 0, and set out to show that A ∈ QQ. Fix any f ∈ B
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and x ∈ X , and observe that because Q is uniformly bounded, so is ([Qnf ](x))n∈N
because for all n ∈ N,∣∣[Qnf ](x)

∣∣ ≤ ∥Qnf∥∞ ≤ ∥Qn∥b∥f∥∞ ≤ sup{∥Qm∥b : m ∈ N}∥f∥∞.

Furthermore, the assumption that limn→+∞∥A−Qn∥b = 0 implies that

0 ≤ lim
n→+∞

∣∣[Af ](x)− [Qnf ](x)
∣∣ ≤ lim

n→+∞
∥Af −Qnf∥∞ ≤ lim

n→∞
∥A−Qn∥b∥f∥∞ = 0.

From this, we conclude that

[Af ](x) = lim
n→+∞

[Qnf ](x) for all f ∈ B, x ∈ X .

Because every Qn is a rate operator, we infer from this realisation that (i) A is
linear, (ii) A maps constant functions to 0 (Q3), and (iii) A satisfies the positive
maximum principle (Q4); consequently, A is a rate operator. Since every Qn is
dominated by Q, it also follows from the equality above that the rate operator A
is dominated by Q, or equivalently, belongs to QQ. □

Appendix B. Proofs for results in Section 3.1

This appendix contains the proofs for the two intermediary lemmas which we
rely on in the proof for Theorem 13, as well as in the proof for Proposition 24.

Proof of Lemma 14. Our proof will be one by induction, and basically repeats the
one given by Krak, De Bock, and Siebes [18, Proof for Lemma E.4]. For the
induction base n = 1, the inequality in the statement is trivial. For the inductive
step, we assume that the inequality in the statement holds for n = ℓ, and set out
to verify that it then also holds for n = ℓ+ 1. To this end, observe that∥∥T1 · · ·Tℓ+1 − S1 · · · Sℓ+1

∥∥
b

≤
∥∥T1 · · ·TℓTℓ+1 − T1 · · ·TℓSℓ+1

∥∥
b
+
∥∥T1 · · ·TℓSℓ+1 − S1 · · · SℓSℓ+1

∥∥
b
.

For the first term, T1 · · ·Tℓ is a sublinear transition operator and Tℓ+1 and Sℓ+1

are bounded operators, so it follows from (T12) that∥∥T1 · · ·TℓTℓ+1 − T1 · · ·TℓSℓ+1

∥∥
b
≤
∥∥Tℓ+1 − Sℓ+1

∥∥
b
.

To bound the second term, we use Eq. (2) (with A = T1 · · ·Tℓ − S1 · · · Sℓ and
B = Sℓ+1) and (T11) and invoke the induction hypothesis:∥∥T1 · · ·TℓSℓ+1 − S1 · · · SℓSℓ+1

∥∥
b
≤
∥∥T1 · · ·Tℓ − S1 · · · Sℓ

∥∥
b

∥∥Sℓ+1

∥∥
b

≤
∥∥T1 · · ·Tℓ − S1 · · · Sℓ

∥∥
b

≤
ℓ∑

k=1

∥∥Tk − Sk
∥∥
b
.

From all this we infer that∥∥T1 · · ·Tℓ+1 − S1 · · · Sℓ+1

∥∥
b
≤

ℓ+1∑
k=1

∥∥Tk − Sk
∥∥
b
,

which is precisely the inequality in the statement for n = ℓ+ 1. □
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Proof of Lemma 15. Our proof follows that of Krak, De Bock, and Siebes [18, Proof
for Lemma E.5] closely, so it will be one by induction over ℓ. The statement holds
trivially for the induction base ℓ = 1. For the inductive step, we assume that
the inequality in the statement holds for some ℓ = k and all ∆ ∈ R≥0 such that

∆∥Q∥b ≤ 2, and set out to verify this inequality for ℓ = k + 1 and some ∆ ∈ R≥0

such that ∆∥Q∥b ≤ 2. Then with δ := ∆/(k + 1),(
I + δQ

)k+1 − (I + (k + 1)δQ) =
(
I + δQ

)k
+ δQ

(
I + δQ

)k −
(
I + kδQ

)
− δQ.

It follows from this and the induction hypothesis that∥∥(I + δQ)k+1 − (I + (k + 1)δQ)
∥∥
b
≤
∥∥(I + δQ)k − (I + kδQ)

∥∥
b
+ δ
∥∥Q(I + δQ)k −Q

∥∥
b

≤ k2δ2∥Q∥2b + δ
∥∥Q(I + δQ)k −Q

∥∥
b
.

Next, we note that Q = QIk, invoke Proposition 12 (with A = (I+δQ)k and B = Ik)
and then Lemma 14 (with Tk = (I + δQ) and Sk = I), to yield∥∥(I + δQ

)k+1 − (I + (k + 1)δQ)
∥∥
b
≤ k2δ2∥Q∥2b + δ

∥∥Q∥∥
b

∥∥(I + δQ)k − Ik
∥∥
b

≤ k2δ2∥Q∥2b + kδ
∥∥Q∥∥

b

∥∥I + δQ− I
∥∥
b

= k2δ2∥Q∥2b + kδ2
∥∥Q∥∥

b

2
.

Since k2 + k ≤ (k + 1)2, it follows from this that indeed∥∥(I + δQ
)k+1 − (I + (k + 1)δQ)

∥∥
b
≤ (k + 1)2δ2∥Q∥b = ∆2

∥∥Q∥∥
b
. □

Appendix C. Proof for Proposition 19

Proposition 19 generalises Lemma 3.100 in my doctoral dissertation [12] from the
setting of finite X to that of countable X . The proof that we are about to go through
is a rather straightforward generalisation of the proof of the aforementioned result,
with some minor modifications; in it, we will rely on the following intermediary
lemma.

Lemma 32. For any real number α ∈ R,

eα = lim
n→+∞

(
1 +

α

n+ 1

)n

.

Proof. Recall that, by definition of the exponential function,

eα = lim
n→+∞

(
1 +

α

n

)n
.

To prove the equality in the statement, we observe that for any natural number n
such that n+ 1 ̸= −α, (

1 +
α

n+ 1

)n

=

(
1 + α

n+1

)n+1

(
1 + α

n+1

) .

Note that in the right-hand side, the numerator converges to eα in the limit for
n going to +∞ and the denominator converges to 1. Therefore, taking the limit
for n going to +∞ on both sides of the equality above proves the equality in
statement. □
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Proof of Proposition 19. The inequality in the statement clearly implies that (Tt)t∈R≥0

is uniformly continuous. The proof of the converse implication—so starting from
uniform continuity—is more involved; in fact, our proof will be one by contraposi-
tive: we assume that

(21) lim sup
t↘0

∥∥∥∥Tt − I

t

∥∥∥∥
b

= +∞,

and set out to prove that then (Tt)t∈R≥0
is not uniformly continuous, which due to

(T11) and Definition 8 means that

lim sup
t↘0

∥Tt − I∥b > 0,

or more formally, that

(22) (∃ϵ ∈ R>0)(∀δ ∈ R>0)(∃t ∈ ]0, δ[)
∥∥Tt − I

∥∥
b
≥ ϵ.

We fix some ϵ ∈ ]0, 1[, some ϵ1 ∈ ]0, 1 − ϵ[ and some arbitrary δ ∈ R>0. Since
limα→+∞ e−α = 0 and 0 < 1 − ϵ − ϵ1 by construction, we can moreover pick
some λ ∈ R>0 such that e−λδ < 1 − ϵ − ϵ1. From Lemma 32, we know that there
is some Nϵ1 ∈ N such that

(23)

∣∣∣∣e−λδ −
(
1− λδ

n+ 1

)n∣∣∣∣ < ϵ1 for all n ≥ Nϵ1 .

Let us use our contrapositive assumption: it follows from Eq. (21) that there is
some ∆ ∈ ]0,min{1/λ, δ/Nϵ1}[ such that λ∆ ≤ ∥T∆ − I∥b. With n the unique
natural number such that n∆ < δ ≤ (n+1)∆, our restrictions on ∆ guarantee that
n ≥ Nϵ1 and λ∆ < 1.

Let β := ∥T∆ − I∥b/2. If β ≥ ϵ/2, then we have clearly verified Eq. (22) because
δ was arbitrary, ∆ ∈ ]0, δ[ by construction and ∥T∆ − I∥b = 2β ≥ ϵ.

The case β < ϵ/2 < 1/2 is quite more involved. Since λ∆ ≤ 2β < 1 by
construction,

(24) 1−λ∆ ≥ 1− 2β ⇒ (1−λ∆)n ≥ (1− 2β)n ⇒ 1− (1−λ∆)n ≤ 1− (1− 2β)n;

similarly, because 0 ≤ λδ
n+1 ≤ λ∆ < 1,

(25) 1−
(
1− λδ

n+ 1

)n

≤ 1− (1− λ∆)
n
.

To continue, we fix an arbitrary ϵ2 ∈ R>0 such that β − ϵ2 > 0; then since T∆ −
I is a bounded sublinear rate operator [Lemma 10], it follows from Eq. (4) and
Proposition 9 that there is some x ∈ X such that

(26) β − ϵ2 <
[
T∆(1− Ix)

]
(x) ≤ β

and for all other y ∈ X \ {x},

(27)
[
T∆(1− Iy)

]
(y) ≤ β.

It follows from (T7), (T4), (T5) and Eq. (27) that for all other y ∈ X \ {x},[
T∆(1−Ix)

]
(y) ≥ −

[
T∆(−1+Ix)

]
(y) ≥ −

[
T∆(−Iy)

]
(y) = 1−

[
T∆(1−Iy)

]
(y) ≥ 1−β.

Thus, we have shown that

T∆(1− Ix) ≥ β − ϵ2 + (1− 2β)(1− Ix).
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It follows from the semigroup property (SG1) of (Ts)s∈R≥0
, the previous inequality,

some properties of T∆—in particular (T4), (T5) and (T1) (which we may invoke
because β < 1/2 whence 1− 2β ≥ 0)—and again the previous inequality that

T2∆(1− Ix) = T∆T∆(1− Ix)

≥ T∆

(
β − ϵ2 + (1− 2β)(1− Ix)

)
= β − ϵ2 + (1− 2β)T∆(1− Ix)
≥ β − ϵ2 + (1− 2β)(β − ϵ2 + (1− 2β)(1− Ix))
= (β − ϵ2)

(
1 + (1− 2β)

)
+ (1− 2β)2(1− Ix).

We apply this same trick n− 2 times more, to yield

Tn∆(1− Ix) ≥ (β − ϵ2)

(
n−1∑
k=0

(1− 2β)k

)
+ (1− 2β)n(1− Ix).

Evaluating the functions on both sides of the equality in x and using the well-known
expression for the partial sum of a geometric series, we find that[

Tn∆(1− Ix)
]
(x) ≥ (β − ϵ2)

1− (1− 2β)n

1− (1− 2β)
=

β − ϵ2
2β

(1− (1− 2β)n).

Since β − ϵ2 > 0, it follows from this and Eqs. (24) and (25) that[
Tn∆(1− Ix)

]
(x) ≥ β − ϵ2

2β

(
1−

(
1− λδ

n+ 1

)n)
;

since n ≥ Nϵ1 by construction, we can also invoke Eq. (23), to yield[
Tn∆(1− Ix)

]
(x) ≥ β − ϵ2

2β

(
1− e−λδ − ϵ1

)
>

β − ϵ2
2β

ϵ,

where for the second inequality we used that e−λδ < 1−ϵ−ϵ1. Since this inequality
holds for arbitrarily small ϵ2, we may infer from it that[

Tn∆(1− Ix)
]
(x) ≥ 1

2
ϵ.

Because Tn∆ − I is a bounded sublinear rate operator, we conclude from this,
Lemma 10 and Proposition 9 that∥∥Tn∆ − I

∥∥
b
≥ ϵ.

Since δ ∈ R>0 was arbitrary and we’ve ensured that n∆ ∈ ]0, δ[, we’ve verified
Eq. (22). □
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