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Consequence of the Ergodic Theorem
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Our contributions

We extend the domain of EQ to measurable (non-finitary) variables.

We provide algorithms to compute EQ( f |Xs = x) for
Riemann integrals: f =

∫ r
s g(Xt)dt;

the number of jumps to A ⊆ X : f =
∣∣{t ∈ (s,r] : Xt ∈ A, lim∆↘0 Xt−∆ /∈ A

}∣∣;
...
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1. Introduction

Recently, several authors have independently proposed
generalisations of Markovian jump processes—often also
called continuous-time Markov chains—that provide an
elegant way to deal with parameter uncertainty. Whereas a
Markovian jump process is uniquely defined by its rate mat-
rix and initial probability mass function, these ‘imprecise’
generalisations allow for partially specified parameters:
they are defined through sets of rate matrices and/or sets of
initial probability mass functions.

There are two frameworks that obtain similar—to some
extent even equivalent—results. Škulj [19] and Krak et al.
[11] adhere to the framework of imprecise probabilities
[22], while Nendel [15] follows the framework of non-
linear (or convex) expectations—see also [16]. However,
both of these frameworks have crucial shortcomings: that
of Škulj [19] Krak et al. [11] only deals with lower and
upper expectations of variables that depend on the state of
the system at a single time point or a finite number of time
points, respectively, while that of Nendel [15] only deals
with bounded variables that are measurable with respect to
the product σ -algebra. For applications, this implies that for
both of these frameworks, key inferences like (lower and
upper) expected temporal averages, expected occupancy
times, expected hitting times—also called expected first-

passage times—and the expected number of jumps (to a
set) are not included in the domain. Instead of resorting to
heuristics to circumvent this issue [9, 23], our aim here is to
get rid of this problem in a theoretically sound manner, by
suitably extending the domain of imprecise jump processes.

The remainder of this contribution is structured as fol-
lows. In Section 2, we introduce jump processes in general
and Markovian jump processes in particular, and we briefly
introduce imprecise jump processes in Section 3. With
these preliminaries out of the way, we set out to extend
the domain of imprecise jump processes in Section 4. In
Section 5, we take a closer look at integrals over time—
including occupancy times—and the number of jumps to
a set of states, two classes of variables that belong to the
extended domain, and establish methods to approximate
their lower and upper expectations. We put these methods
to the test in Section 6, where we compare our methods to
those of Troffaes et al. [23]. Section 7 concludes this con-
tribution. To adhere to the page limit, we state our results
without proof; the proofs for most of the results—except
for those in Section 5.2—can be found in [7].

2. Jump Processes

A stochastic process is a model of someone’s uncertainty
about (the evolution of) the state of some system over time.
In this contribution, we consider a generic system that
evolves over continuous time whose state assumes values
in a finite set; following Gikhman and Skorokhod [10] and
Le Gall [13]—to name just a few—we call a stochastic pro-
cess for such a system a jump process. We denote the state
space of the system by X ; throughout this contribution,
except in Section 6, X can be any non-empty and finite
set.

2.1. Càdlàg Paths

Because the system evolves in continuous time, an outcome
in the sample space is a path ω : R≥0 → X , where ω(t) is
the state of the system at the time point t in R≥0.1 In general,
a path ω can display some pretty erratic behaviour; take,

1. We denote the set of real numbers, non-negative real numbers and
positive real numbers by R, R≥0 and R>0, respectively. Furthermore,
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ω : R≥0 → X

C = {Xt1:n = x1:n}
conditioning event

A = {Xt1:m ∈ B}
algebra AC of finitary events

f = ∑n
k=1 akIAk

AC-simple variable

{ f > α} ∈ σ(AC)

σ(AC)-measurable variable

jump process
P(A |C)

coherent conditional probability

EP( f |C) =
n
∑

k=1
akP(Ak |C)

Eσ
P ( f |C) =

∫
f dPσ(•|C)

P(•|C) countably additive
⇓

P(•|C)
Carathéodory−−−−−−−→ Pσ(•|C)

Imprecise jump process

&M

set of initial p.m.f.s

Q

set of rate operators

P := {P ∈ P : P ∼ M ,P ∼ Q}

Homogeneous Markovian
jump process

P(Xt+∆ = y |Xt = x,Xt1:n = x1:n)
M
= P(Xt+∆ = y |Xt = x)
H
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Q

rate operator

EP( f |C) := inf
P∈P

EP( f |C)
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Theorem
P ∼ Q ⇒ P countably additive

Q : RX → RX : g 7→ Qg, where for all x ∈ X , [Qg](x) := inf
{
[Qg](x) : Q ∈ Q

}

Eσ
P

(
ηA
(s,r]

∣∣Xs = x
)
= lim

n→+∞
hn,n(x)

Jumps to A ⊆ X

Then number of jumps to A over (s,r] is

ηA
(s,r] :=

∣∣∣∣
{

t ∈ (s,r] : Xt ∈ A, lim
∆↘0

Xt−∆ /∈ A
}∣∣∣∣.

For all n ∈ N, let

∆n :=
r− s

n
and hn,0 := 0,

and for all k ∈ {1, . . . ,n}, let
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)
.

Then

⊂
Markovian Imprecise Jump Processes: Foundations, Algorithms and 
Applications

Alexander Erreygers

Doctoral dissertation submitted to obtain the academic degree of
Doctor of Mathematical Engineering

Prof. Jasper De Bock, PhD*  -  Prof. Gert De Cooman, PhD* - Prof. Em. Herwig Bruneel, 
PhD**

* Department of Electronics and Information Systems
Faculty of Engineering and Architecture, Ghent University

** Department of Telecommunications and Information Processing
Faculty of Engineering and Architecture, Ghent University

Supervisors

5



Our contributions

We extend the domain of EQ to measurable (non-finitary) variables.

We provide algorithms to compute EQ( f |Xs = x) for
Riemann integrals: f =

∫ r
s g(Xt)dt;

the number of jumps to A ⊆ X : f =
∣∣{t ∈ (s,r] : Xt ∈ A, lim∆↘0 Xt−∆ /∈ A

}∣∣;
...

ISIPTA 2021

Extending the Domain of Imprecise Jump Processes
From Simple Variables to Measurable Ones

Alexander Erreygers ALEXANDER.ERREYGERS@UGENT.BE

Jasper De Bock JASPER.DEBOCK@UGENT.BE

Foundations Lab for Imprecise Probabilities, ELIS, Ghent University, Belgium

Abstract
We extend the domain of imprecise jump processes,
also known as imprecise continuous-time Markov
chains, from inferences that depend on a finite number
of time points to inferences that can depend on the state
of the system at all time points. We also investigate
the continuity properties of the resulting lower and up-
per expectations with respect to point-wise convergent
sequences that are monotone or dominated. For two
particular inferences, integrals over time and the num-
ber of jumps to a subset of states, we strengthen these
continuity properties and present an iterative scheme
to approximate their lower and upper expectations.
Keywords: continuous time, jump process, Markov
chain, imprecise, integral over time, occupancy time,
number of jumps, monotone convergence, dominated
convergence

1. Introduction

Recently, several authors have independently proposed
generalisations of Markovian jump processes—often also
called continuous-time Markov chains—that provide an
elegant way to deal with parameter uncertainty. Whereas a
Markovian jump process is uniquely defined by its rate mat-
rix and initial probability mass function, these ‘imprecise’
generalisations allow for partially specified parameters:
they are defined through sets of rate matrices and/or sets of
initial probability mass functions.

There are two frameworks that obtain similar—to some
extent even equivalent—results. Škulj [19] and Krak et al.
[11] adhere to the framework of imprecise probabilities
[22], while Nendel [15] follows the framework of non-
linear (or convex) expectations—see also [16]. However,
both of these frameworks have crucial shortcomings: that
of Škulj [19] Krak et al. [11] only deals with lower and
upper expectations of variables that depend on the state of
the system at a single time point or a finite number of time
points, respectively, while that of Nendel [15] only deals
with bounded variables that are measurable with respect to
the product σ -algebra. For applications, this implies that for
both of these frameworks, key inferences like (lower and
upper) expected temporal averages, expected occupancy
times, expected hitting times—also called expected first-

passage times—and the expected number of jumps (to a
set) are not included in the domain. Instead of resorting to
heuristics to circumvent this issue [9, 23], our aim here is to
get rid of this problem in a theoretically sound manner, by
suitably extending the domain of imprecise jump processes.

The remainder of this contribution is structured as fol-
lows. In Section 2, we introduce jump processes in general
and Markovian jump processes in particular, and we briefly
introduce imprecise jump processes in Section 3. With
these preliminaries out of the way, we set out to extend
the domain of imprecise jump processes in Section 4. In
Section 5, we take a closer look at integrals over time—
including occupancy times—and the number of jumps to
a set of states, two classes of variables that belong to the
extended domain, and establish methods to approximate
their lower and upper expectations. We put these methods
to the test in Section 6, where we compare our methods to
those of Troffaes et al. [23]. Section 7 concludes this con-
tribution. To adhere to the page limit, we state our results
without proof; the proofs for most of the results—except
for those in Section 5.2—can be found in [7].

2. Jump Processes

A stochastic process is a model of someone’s uncertainty
about (the evolution of) the state of some system over time.
In this contribution, we consider a generic system that
evolves over continuous time whose state assumes values
in a finite set; following Gikhman and Skorokhod [10] and
Le Gall [13]—to name just a few—we call a stochastic pro-
cess for such a system a jump process. We denote the state
space of the system by X ; throughout this contribution,
except in Section 6, X can be any non-empty and finite
set.

2.1. Càdlàg Paths

Because the system evolves in continuous time, an outcome
in the sample space is a path ω : R≥0 → X , where ω(t) is
the state of the system at the time point t in R≥0.1 In general,
a path ω can display some pretty erratic behaviour; take,

1. We denote the set of real numbers, non-negative real numbers and
positive real numbers by R, R≥0 and R>0, respectively. Furthermore,

© A. Erreygers & J. De Bock.

⊂

Extending the Domain of Imprecise Jump Processes
from Simple Variables to Measurable Ones

Alexander Erreygers
Jasper De Bock

Ω
set of càdlàg paths

ω : R≥0 → X

C = {Xt1:n = x1:n}
conditioning event

A = {Xt1:m ∈ B}
algebra AC of finitary events

f = ∑n
k=1 akIAk

AC-simple variable

{ f > α} ∈ σ(AC)

σ(AC)-measurable variable

jump process
P(A |C)

coherent conditional probability

EP( f |C) =
n
∑

k=1
akP(Ak |C)

Eσ
P ( f |C) =

∫
f dPσ(•|C)

P(•|C) countably additive
⇓

P(•|C)
Carathéodory−−−−−−−→ Pσ(•|C)

Imprecise jump process

&M

set of initial p.m.f.s

Q

set of rate operators

P := {P ∈ P : P ∼ M ,P ∼ Q}

Homogeneous Markovian
jump process

P(Xt+∆ = y |Xt = x,Xt1:n = x1:n)
M
= P(Xt+∆ = y |Xt = x)
H
= P(X∆ = y |X0 = x)

&π

initial p.m.f.

Q

rate operator

EP( f |C) := inf
P∈P

EP( f |C)

Eσ
P( f |C) := inf

P∈P
Eσ

P ( f |C)

Theorem
P ∼ Q ⇒ P countably additive

Q : RX → RX : g 7→ Qg, where for all x ∈ X , [Qg](x) := inf
{
[Qg](x) : Q ∈ Q

}

Eσ
P

(
ηA
(s,r]

∣∣Xs = x
)
= lim

n→+∞
hn,n(x)

Jumps to A ⊆ X

Then number of jumps to A over (s,r] is

ηA
(s,r] :=

∣∣∣∣
{

t ∈ (s,r] : Xt ∈ A, lim
∆↘0

Xt−∆ /∈ A
}∣∣∣∣.

For all n ∈ N, let

∆n :=
r− s

n
and hn,0 := 0,

and for all k ∈ {1, . . . ,n}, let

hn,k := hn,k−1+∆ndn,k,

with

dn,k : X → R
: x 7→

[
Q
(
IAc(x)IA+hn,k−1

)]
(x).

Then

Eσ
P

(∫ r
s g(Xt)dt

∣∣Xs = x
)
= lim

n→+∞
hn,n(x)

Integral of g(Xt)

For all n ∈ N, let

∆n :=
r− s

n
and hn,0 := 0,

and for all and k ∈ {1, . . . ,n}, let

hn,k := hn,k−1+∆n
(
g+Qhn,k−1

)
.

Then

⊂
Markovian Imprecise Jump Processes: Foundations, Algorithms and 
Applications

Alexander Erreygers

Doctoral dissertation submitted to obtain the academic degree of
Doctor of Mathematical Engineering

Prof. Jasper De Bock, PhD*  -  Prof. Gert De Cooman, PhD* - Prof. Em. Herwig Bruneel, 
PhD**

* Department of Electronics and Information Systems
Faculty of Engineering and Architecture, Ghent University

** Department of Telecommunications and Information Processing
Faculty of Engineering and Architecture, Ghent University

Supervisors

5



Heuristic

EQ

(∫ 10

0
ID(Xt)dt

∣∣∣∣X0 = x
)

︸ ︷︷ ︸
defined!

≈ 10
(

lim
t→+∞

EQ

(
ID(Xt)

∣∣X0 = x
))

x = AB x = D

heuristic 1.647×10−3 1.647×10−3

correct value 1.647×10−3 2.332×10−3

10 20 30 40 50
0

2 ·10−4
4 ·10−4
6 ·10−4
8 ·10−4
1 ·10−3

r

1
r EQ

(∫ r
0 ID(Xt )dt

∣∣X0 = AB
) 1

r EM ,Q
(∫ r

0 ID(Xt )dt
∣∣X0 = D

)

6



Extending the Domain of Imprecise Jump Processes
from Simple Variables to Measurable Ones

Alexander Erreygers
Jasper De Bock

Ω
set of càdlàg paths

ω : R≥0 → X

C = {Xt1:n = x1:n}
conditioning event

A = {Xt1:m ∈ B}
algebra AC of finitary events

f = ∑n
k=1 akIAk

AC-simple variable

{ f > α} ∈ σ(AC)

σ(AC)-measurable variable

jump process
P(A |C)

coherent conditional probability

EP( f |C) =
n
∑

k=1
akP(Ak |C)

Eσ
P ( f |C) =

∫
f dPσ(•|C)

P(•|C) countably additive
⇓

P(•|C)
Carathéodory−−−−−−−→ Pσ(•|C)

Imprecise jump process

&M

set of initial p.m.f.s

Q

set of rate operators

P := {P ∈ P : P ∼ M ,P ∼ Q}

Homogeneous Markovian
jump process

P(Xt+∆ = y |Xt = x,Xt1:n = x1:n)
M
= P(Xt+∆ = y |Xt = x)
H
= P(X∆ = y |X0 = x)

&π

initial p.m.f.

Q

rate operator

EP( f |C) := inf
P∈P

EP( f |C)

Eσ
P( f |C) := inf

P∈P
Eσ

P ( f |C)

Theorem
P ∼ Q ⇒ P countably additive

Q : RX → RX : g 7→ Qg, where for all x ∈ X , [Qg](x) := inf
{
[Qg](x) : Q ∈ Q

}

Eσ
P

(
ηA
(s,r]

∣∣Xs = x
)
= lim

n→+∞
hn,n(x)

Jumps to A ⊆ X

Then number of jumps to A over (s,r] is

ηA
(s,r] :=

∣∣∣∣
{

t ∈ (s,r] : Xt ∈ A, lim
∆↘0

Xt−∆ /∈ A
}∣∣∣∣.

For all n ∈ N, let

∆n :=
r− s

n
and hn,0 := 0,

and for all k ∈ {1, . . . ,n}, let

hn,k := hn,k−1+∆ndn,k,

with

dn,k : X → R
: x 7→

[
Q
(
IAc(x)IA+hn,k−1

)]
(x).

Then

Eσ
P

(∫ r
s g(Xt)dt

∣∣Xs = x
)
= lim

n→+∞
hn,n(x)

Integral of g(Xt)

For all n ∈ N, let

∆n :=
r− s

n
and hn,0 := 0,

and for all and k ∈ {1, . . . ,n}, let

hn,k := hn,k−1+∆n
(
g+Qhn,k−1

)
.

Then

7


