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Abstract

We study how to infer new choices from prior choices using the framework of choice functions, a unifying
mathematical framework for decision-making based on sets of preference orders. In particular, we define the
natural (most conservative) extension of a given choice assessment to a coherent choice function—whenever
possible—and use this natural extension to make new choices. We provide a practical algorithm for computing
this natural extension and various ways to improve scalability. Finally, we test these algorithms for different
types of choice assessments.
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1. Introduction

In classical probability theory, decisions are typically made by maximising expected utility. This leads
to a single optimal decision, or a set of optimal decisions all of which are equivalent. In the theory of
imprecise probabilities, where multiple probabilistic models are considered simultaneously, this decision rule
can be generalised in multiple ways; Troffaes [1| provides a nice overview. A typical feature of the resulting
decision rules is that they will not always yield a single optimal decision, as a decision that is optimal in one
probability model may for example be suboptimal in another.

We here take this generalisation yet another step further by adopting the theory of choice functions: a
mathematical framework for decision-making that incorporates several (imprecise) decision rules as special
cases, including the classical approach of maximising expected utility [2, 3, 4]. An important feature of
this framework of choice functions is that it allows one to impose axioms directly on the decisions that are
represented by such a choice function [3, 4, 5]. We here adopt the coherence axioms that were put forward
by De Bock and De Cooman [3]. We do not use these axioms directly though, but instead consider an
alternative definition of coherence that is based on sets of preference orders and show that it is equivalent.

As we will explain and demonstrate in this contribution, we can use these coherent choice function to
infer new choices from previous choices. In particular, for any given assessment of previous choices that
is compatible with coherence, we will achieve this by introducing the so-called natural extension of this
assessment: the unique most conservative coherent choice function that is compatible with the assessment.

We start in Section 2 with an introduction to choice functions and coherence. Section 3 then first defines
choice assessments, their consistency and their natural extension, and then goes on to reformulate these
concepts in terms of coherent sets of desirable options. Next, in Section 4, we show how this reduces the
problems of checking the consistency of an assessment and computing its natural extension to something
that we can solve practically and algorithmically. The running time of the algorithm depends rather heavily
on the size of the assessment that is provided though. To reduce this running time, Sections 5 and 6 present
several methods that can be used to replace an assessment by an equivalent object that contains the same
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information, but can be more efficiently used to check consistency and calculate the natural extension. In
Section 7, we test our algorithms and examine how the size and imprecision of the assessment impact the time
required to determine the natural extension. Section 8 concludes the paper and provides some suggestions
for future work.

2. Choice functions

A choice function C is a function that, when applied to a set of options, may reject one or more—but
not all—options from that set. The options that are not rejected are then said to be ‘chosen’. Usually the
options are actions that have a corresponding reward. This reward furthermore depends on the state of an
unknown—uncertain—variable X that takes values in a set X. We will assume that the rewards can be
represented by real numbers, on a real-valued utility scale. In this setting, an option « is thus a function
from states z in X to R. We will denote the set of all possible options by # C R* and require that this
forms a real vector space with pointwise vector addition and scalar multiplication. Bounded options are
sometimes also called gambles in the literature. Moreover, we endow ¥ with the partial order <: for all
u,v € ¥, u < v if and only if u(z) < v(x) for all x € X; < is the corresponding strict version, so u < v if
u < vandu#v." We also let 27 denote the power set of ¥. To make all of this more tangible, we consider
the following toy problem as a running example.

Running Example 2.1. A farming company cultivates tomatoes and they have obtained a large order from
a foreign client. However, due to government regulations they are not sure whether they can deliver this
order. So the state space X is {order can be delivered, order cannot be delivered}. The company now has
multiple options to distribute their workforce. They can fully prepare the order, partially prepare the order
or not prepare the order at all. Since X only has two elements, we can identify the options with vectors in
R?. We will let the first component of these vectors correspond to the reward if the order can be delivered.
For example, the option of fully preparing the order could correspond to the vector vy := (5, —3): if the order
goes through, then the company receives a payment—or utility—of 5 for that order; however, if the order
does not go through, the company “receives” a negative reward —3, reflecting the large amount of resources
that they spent on an order that could not be delivered in the end. O

Finiteness of sets will be important throughout this paper, and we therefore introduce the symbol € to
mean that a set is a non-empty finite subset. A first example is that we will restrict ourselves to choices
from finite sets of options. That is, the domain of our choice functions will be 2 := {A: A € ¥}, the set of
all finite subsets of ¥ excluding the empty set. We also let 2y := 2 U {(}. Formally, a choice function is
then any function C: 2 — 2 such that C(A) C A for all A € 2. We will also consider the corresponding
rejection function Ro: 2 — Zy: A— A\ C(A).

We will give the following interpretation to these choice functions. For every set A € 2 and option
u € A, we take u € C(A)—u is ‘chosen’—to mean that there is no other option in A that is preferred to w.
Equivalently, u € Ro(A)—u is rejected from A—if there is an option in A that is preferred to w.

Running Example 2.2. We will let the choice function C' correspond to choices that the strategic advisor
of the company makes or would make for a given set of options, where these choices can be multivalued
whenever he does not single out a unique best option. Suppose for example that he has rejected vz and
vy from a set Ay = {v1,vq,v3,v4}, with vy == (5,-3), va == (3,-2), v3 == (1,—1), and vy := (—2,1), but
remains undecided about whether to choose v; or vy. This corresponds to the statement C(A;) = {v1, v2},
or equivalently, Rc (A1) = {vs,v4}. O

De Bock and De Cooman [3] define coherent choice functions by imposing properties for rationality on
the corresponding rejection functions. An example of such a property is their axiom R4, which is analogous

n principle, our results in Sections 2, 3, 5 and 6 (except Section 2.1) can also be adapted to work for any ordered vector
space over the real numbers, i.e. a vector space W and a partial order < on W for which for any vectors u,v,w € W and real
number 7 > 0, u <v implies u + w <v + w and ru < rv; we restrict ourselves to (¥, <) for didactic purposes.



to Sen’s Alpha [6, 7]: if some option is rejected from a set, then it will also be rejected from any of its
supersets. We here opt to not define coherent choice functions in terms of such properties though, but to
instead use an equivalent characterisation in terms of sets of preference orders.

In particular, these preference orders are taken to be strict partial vector orders on ¥/, typically denoted
by <, that extend the original strict order <. This means that they should have the following properties [3,
Bo — Dy|: for all u,v,w € ¥ and A > 0,

<o. u A u, (irreflexivity)
<1. if u < v and v < w then also u < w, (transitivity)
<g. if u < v then also u 4+ w < v + w, (translation invariance)
~<3. if u < v then also Au < Av, (scaling invariance)
<4. if u < v then u < v. (extends <)

We call orderings that satisfy Axioms < to <4 (coherent) preference orders and let O denote the set of all
preference orders on ¥'. Note that thanks to Axiom < preference orders are fully determined by their set
of desirable options G~ = {u € ¥: 0 < u}, where desirable means preferred to the status quo 0. These
sets of desirable options will be important later on and are useful because they reduce the ‘pairs’ of options
necessary to describe a partial vector order to just ‘single’ options. We will call a set of desirable options
G C 7V coherent if it satisfies the following properties: for all u,v € G, w € ¥ and A > 0,

dg. 0 ¢ G, (irreflexivity)
di. u+veQG, (additivity)
ds. Au € G, (scaling invariance)
ds. if 0 < w then w € G. (extends <)

We furthermore use G to denote the set of all coherent sets of desirable options. As our next result shows,
if < is a preference order, then G- is coherent. Furthermore, for any set of options G C ¥, if we define the
binary relation <q, for all u,v € ¥ by

u<gvesv—uc G,

then the coherence of G implies that < is a preference order. Working with coherent sets of desirable
options, or with preference orders, is therefore equivalent.

Lemma 2.3. For any preference order <, G~ is a coherent set of desirable options. Moreover, the map
< G is a bijection between the set of preference orders and the set of coherent sets of desirable options,
with inverse G —~q.

Proof. First we prove that G is coherent for any preference order <. Take any preference order <. Then by
Axiom <y we have 0 £ 0 which implies Axiom dg. If 0 < u and 0 < v by Axiom <5 we have 0 < u < u + v,
so by Axiom <; we have 0 < u 4 v, which implies Axiom d;. Similarly, Axiom ds follows from Axiom <3
and Axiom d3 from Axiom 4.

Next we prove that the map <— G~ is a bijection. First we prove that this map is injective. Assume
that we have two preference orders < and <’ such that G, = G~,. Then for all u,v € ¥, we have v —u € G
if and only if v — u € G</. So, 0 < v —u if and only if 0 <’ v — u and therefore, by Axiom <, u < v if and
only if u <" v for all u,v € ¥, or equivalently, <=<".

To prove that the map <— G is surjective and has inverse G — =, assume that we have some coherent
G C ¥ and consider <g. Then Axiom <5 is satisfied trivially for <¢ and Axioms <, <3 and <4 follow
immediately from respectively Axioms dg, do and ds. For Axiom =<;, assume that v <g v and v <g w.
Thenv—-—uw € Gandw—v € G, sow—u = (w—v)+ (v—1u) € G by Axiom dy, hence uv <g w. So we
conclude that <¢ is a preference order. Furthermore, for all u € ¥, we have by definition that u € G if and
only if 0 <g u, so by definition G = G«, which shows that G — =< is indeed the inverse of <— G5. [



For any preference order < € @ on ¥, inspired by our interpretation for choice functions, we consider
the corresponding choice function C'5 defined by

Ci(A)={ueA:(MaeAuAa}foral Aec 2.
The corresponding rejection function R~ [3, Equation (1)] is then given by
R (A)={uecA:(JacAu=<a}foral Aec 2.

Crucially, however, the preference order < need not be known. Instead, in its full generality, our definition
will allow for the use of a set of preference orders, only one of which is the true order <. Any such set of
preference orders O C O corresponds to a function Cp: 2 — 2y defined for all A € 2 by

Co(A)={ucA:(@<c0)(VacAuta}l= ] Cx(A); (1)

<€0

it represents the choices—or rather, the rejections—that are compatible with each of the orders <€ O.
Whenever Cp is a choice function, the corresponding rejection function Ry is given by

Ro(A) = A\Co(A)={ucA: (V<€0)(Fac A)u<a} forall Ac 2. (2)

By definition, we already have that Co(A) C A for all A € 2. For Cp to be a choice function—a map from
2 to 2Q—we also need that Co(A) # 0 for all A € 2. This will be the case whenever O is not empty, as
implied by the following proposition

Proposition 2.4. Fix some (possibly empty) set of preference orders @ C Q. Then for any A € 2,
Co(A) =0 if and only if O = 0.

We will prove this using the following well-known lemma, which will come in handy in our proof of
Lemma 3.5 further on as well.

Lemma 2.5 (variation of [8, 1.3 Theorem 3]). Consider any strict preorder <, so an irreflexive (<o) and
transitive (<1) binary relation, on a finite set A. Then for any element a € A there is an element a* € A,
with a < a* or a = a*, such that a* is undominated in A, meaning that there is no b € A for which a* < b.

Proof. Let the elements of A be ay,...,a, and assume without loss of generality that a = a; = m;. Now
for every k € {2,...,n} define my, as ap for any ¢ € {1,...,n} for which my_1 < ay if such ¢ exists and my_1
otherwise. Let a* == m,,. Then a = a* or a < a*, where the latter follows from transitivity. If @ = a*, then a
is clearly undominated. If a < a*, then a* is undominated because if it were not, then there would be some
Mp41 € A such that my < ... < my41. By the pigeonhole principle two of them would have to be equal, say
my, = my with k < ¢, and by transitivity my < my, violating irreflexivity. O

Proof of Proposition 2.4 The reverse implication follows from Equation (1). We prove the direct
implication by contraposition. Let O # () and fix any < € O. Take any A € 2 and u € A. Then by
Lemma 2.5 there is an undominated u* € A. But then u* € Co(A) # 0 by definition. O

This allows us to define coherence for choice functions as follows.

Definition 2.6. We call a choice function C: 2 — 2 coherent if there is some non-empty set of preference
orders O C O such that C = Cp.

Alternatively, as explained earlier, and as we formally prove in Appendix A, this definition of coher-
ence can also be equivalently characterised using five axioms [3, Rg — Ry| for rejection functions, but our
characterisation in terms of preference orders is more convenient in the present setting.

We note also that the set of preference orders O in Definition 2.6 need not be unique. It follows from
Equation (1) that the largest set of preference orders O for which a coherent choice function C' is equal to
Co is

Oc={<€0: VAe 2)C(A) CC(A)} = ﬂ {<x€0:Cx(4) CC(A)}.
Ac2



2.1. Examples

Let us now try to get a bit more feel for the previous theory by looking at some well-known (sets
of) orderings. We will show, for example, that due to the connection between preference orders and so-
called coherent lower expectations, decision-making with maximality or E-admissibility [1], or by maximising
expected utility, all fit in our framework. To do this, we will assume in this Section 2.1 that ¥ is the subset
of R* that contains all bounded options (that is, all gambles).

2.1.1. Lower expectations

A coherent lower expectation E is a functional on ¥ that satisfies the following properties: for all f,g € ¥
and A\ > 0 [9, Section 2.2.1] 2

1. E(f) > inf(f), (boundedness)
2. E(f +9) = E(f) + E(9), (super-linearity)
3. E(Af) = AE(S). (non-negative homogeneity)

They are relevant to our framework because, as discussed by Quaeghebeur 9, Section 1.6.3], every preference
order <—or, equivalently, every corresponding coherent set of desirable options G4 = {u € ¥: 0 < u}—
determines a coherent lower expectation

E .7V 2RiuE_(u) =sup{fa e R: a <u} =sup{a e R: u —a € G},

where we identify any real number « with the option that takes on the constant value «. The lower
expectation E_ ‘forgets’ only the ‘border structure’ of the preference order, in the sense that the original
preference order can be retrieved up to its boundary behaviour. A pseudoinverse that we consider here is

<g={(w,v):u<vor0<E[w—u)}

as this is the most conservative preference order, i.e. the smallest one, that also extends <. All possible
pseudoinverses are preference orders < for which <gC~<C {(u,v): 0 < E(v — u) and u # v}; for each such
pseudoinverse <, including <g, we have that E_, = E.

In the special case that E(u) = —E(—u) for all w € ¥, E is a linear functional [9, Section 2.2.2] and
is therefore called a linear expectation. Such a linear expectation is typically denoted simply as E. When
X is finite, these linear expectations have a unique corresponding so-called probability mass function (pmf)
p: X — [0,1] with >~ _, p(z) = 1 such that E(u) = E,(u) == > . p(x)u(z) for every option u € ¥. This
makes such linear expectations particularly easy to specify and evaluate.

An important observation, that will prove convenient in Section 7, is that a general coherent lower expec-
tation E can also be interpreted as a lower envelope of a set of such linear expectations [9, Propositions 2.3].
In particular, if X is finite, then for every coherent lower expectation E there is a closed convex set P of
pmfs such that E(u) = minyecp E,(u) for every option u € #. In practice this set P will furthermore often
have a finite number of extreme points p1, ..., pm, in which case we can evaluate E efficiently because then
E(u) = min]"; E,, (u) for every option u € 7.

2.1.2. Decision-making based on lower expectations

Since preference orders are related to coherent lower expectations, it should not come as a surprise that
the same is true for choice functions, or decision-making.

The classical way of decision-making is by maximising expected utility, as for example described in [1,
Section 2|, in which case we start from a single linear expectation E that determines everything. For any
option set A € 2, we then map every option u € A to its expected utility E(u) and choose the option that
maximises this expected utility, or in case of a tie, the set of options that maximise it and are undominated

2They are also called coherent lower previsions, and are then typically denoted by P.



with respect to <. Since E is a linear functional, we have that ‘E(u) < E(v) or u < v’ if and only if v <g v.
So the chosen options are the options that are undominated by <pg, and therefore the options chosen by
Cp-

A second important way of decision-making, which starts from a single lower expectation E, is by maxi-
mality, as for example described by Troffaes [1, Section 3.2]. When choosing with maximality, one compares
options pairwise: an option v is preferred over an option u if v dominates u (so u < v) or if one would pay a
positive amount of utility to swap w for v, in the sense that E(v —u) > 0. This is exactly what <g expresses.
Maximality then chooses those options that are undominated with respect to this ordering <g. So we see
that C<, corresponds to choosing with maximality for the lower expectation E.

A third important way of decision-making is E-admissibility, as for example described in [1, Section 3.4].
In that case, one starts with a set £ of linear expectations on #. The chosen options are the ones for which
there is at least one E € £ for which C., chooses them. So if we consider the set of preference orders
0(&) = {=<E: E € &}, then the corresponding choice function Cgg) chooses with E-admissibility because,
for any A € 2, we have that Cog)(A) = U-eqe) C<(A) = Upee C<s(4).

Our framework however also captures a generalisation of the previous methods (although this generali-
sation is still not as general as our full framework). Consider a set £ of lower expectations. Then we have a
set O() == {<g: E € £} of preference orders that defines a choice function Cg¢ = Cg(g), with

Ce(A) = Coe)(4)
={uecA: (=g 0&))(Vv € A)u £g v}
={ucA: (FE€ &) (Vv e A)E(v—u) <0 and u £ v}

for every A € 2, where the last equality follows from the definition of <g. If all expectations in &£ are
linear then we choose with E-admissibility and if £ is a singleton, then we choose with maximality. And if
£ contains a single linear expectation, we end up maximising expected utility.

3. Consistency and the natural extension of a choice assessment

Now that we are familiar with choice functions, we move on to the topic of this paper: how to extend a
partial choice assessment to a coherent choice function. In this endeavour, we consider a decision-maker and
assume that there is some coherent choice function C' that represents her preferences. However, we (or she)
may not fully know this function. Our partial information about C' comes in the form of preferences regarding
some—so not necessarily all—option sets. In particular, we assume that for some option sets A € 2, we
know that the decision-maker rejects all options in W C A, meaning that C(A) C A\ W. An equivalent
way of expressing this, which will be more convenient for our purposes, is to state that C(VUW) C V', with
V = A\ W, or equivalently, that W C Rx(V UW). We will represent such information by an assessment:
aset A C 2 x 9y of pairs (V,W) of disjoint option sets—so V N W = (—with the interpretation that, for
all (V,W) € A, the options in W are definitely rejected from V U W. Note that we do not allow V = 0
because this cannot represent partial information about a coherent choice function due to Definition 2.6
and Proposition 2.4. Also note that W = ) is uninformative, since it simply states that C(V) C V, but is
nevertheless allowed. To make this idea more concrete, let us go back to the example.

Running Example 3.1. Suppose that the strategic advisor of the farming company has previously rejected
the options vs and vy from the option set A;, as in Running Example 2.2, and has chosen vg from As =
{vs, v}, where vs == (3,1) and vg := (—4,8). This corresponds to the assessment

A= {({v1,v2}, {vs,v4}), {6}, {vs})}-

Suppose now that the company’s strategic advisor has fallen ill and the company is faced with a new decision
problem that amounts to choosing from the set Az = {(—3,4), (0,1), (4, —3)}. Since no such choice was made
before, the conservative option is to make the completely uninformative statement C(As) C As. However,
perhaps the company can make a more informative choice by taking into account the advisor’s previous
choices? O



3.1. Introducing consistency and natural extension
Given an assessment A that we would like to extend, a first important question is whether there is a
coherent choice function C' that agrees with it.

Definition 3.2. An assessment A is consistent if there is a coherent choice function C' such that C(VUW) C
V for all (V,W) € A.

To characterise this notion of consistency, we recall that a choice function C' is coherent whenever there
is some non-empty set of preference orders such that C' = Cp, and observe that it follows from Equation (1)
that Cp satisfies the conditions in Definition 3.2 if and only if

OCOA) ={=<€0:(V(V,W)e A C(VUW)CV}.

Hence, A is consistent if and only if O(A) # 0.

If an assessment A is consistent and there is more than one choice function that agrees with it, then the
question remains which one we should use. A careful decision-maker would only want to reject options if this
is implied by the assessment. So she wants a most conservative agreeing coherent choice function: one that
rejects the fewest number of options. Since larger sets of preference orders lead to more conservative choice
functions, this most conservative agreeing choice function then clearly exists, and is then equal to Cgy.).
For notational convenience, for any assessment A, we denote this function by C4 := Cg(a), regardless of
whether A is consistent; the term natural extension though, we reserve for the consistent case.

Definition 3.3. Whenever an assessment A4 is consistent, we call C 4 the natural extension of A.

So we see that the consistency and the natural extension of an assessment A are both entirely characterised
by O(A). Given the importance of this set, we will now investigate its structure in more detail.

3.2. Alternative characterisations of QO(A)
As a first step, we consider the following more practical expression for Q(A).

Proposition 3.4. Consider an assessment 4. Then
0(A) = { <e0: VV,IW)e A\ Vw e W)(Fv e V)w <wv }
To prove this, it suffices to apply the following lemma to every (V,W) € A.

Lemma 3.5. For any preference order < and any disjoint V € 2 and W € 2 the following statements are
equivalent:
cx(Vuw)cv 3)

and
Vw € W)(Fv € V)w < v. (4)

Proof. Both statements are trivially true if W = (), so it suffices to consider the case W # (). First we prove
that Equation (3) implies Equation (4). From Equation (3) and the fact that V and W are disjoint, it follows
that w ¢ Co(VUW) for all w € W. This means by definition that

VweW)(Fa e VUW)w < a. (5)

We will now show that this implies Equation (4). Take any option w € W. By Lemma 2.5 there is some
option w* € W that is undominated in W with respect to < such that w < w* or w = w*. Since w* € W,
we know from Equation (5) that there is some a* € V U W such that w* < a*. Since w* is undominated
in W with respect to <, it is impossible that a* € W so it must be that a* € V. Thus, we have found some
a* in V such that w < w* < a* or w = w* < a* and therefore, in any case, w < a*. As this holds for any
option w € W, this proves Equation (4).

Next we prove that Equation (4) implies Equation (3). Take any option w € W. Since V.C VU W, we
have from Equation (4) and the definition of C that w ¢ C<(V U W). Since this holds for any w € W, it
follows that Co(V UW) C V, and this is Equation (3). O



Proof of Proposition 3.4 This follows immediately from the definition of Q(A) and Lemma 3.5. O

Taking a closer look at the expression in Proposition 3.4, and since we know from Axiom <5 that w < v
is equivalent to 0 < v — w, we see that

O(A) :={=€0: (VH € H4)(3h € H)0 < h},

with Hy == {{v —w:v e V}: (V,W) € A w e W}; we call this H 4 the conjunctive generator.®> So we see
that O(A) is a specific instance of a set of preference orders of the form

O(H) = {<€ O: (VH € H)(3h € H)0 < h},

with H C 2y a set of option sets; in particular O(A) = O(H_4). To make the connection set-theoretic, let
us introduce for any option h € ¥ a corresponding set of preference orders Oy, := {<€ 0: 0 < h} and for
any option set H € 2 the notation

O[H] :={=€0: Ghe H)0 < h} = ] On, (6)
heH
this enables us to write
oH)= (] Jon= ) OH]. (7)
HeH heH HeH

We will now proceed to transform Equation (7) into a union of intersections. In particular, since every
preference order in the set O(H) prefers at least one option h in each option set H € H to zero, we will split
the set O(H) in (possibly overlapping) subsets of preference orders, according to which options A in each H
they prefer to zero.

To formalise this, for any H C 2y, we let ®(H) be the set of selection functions, so those maps ¢: H — ¥
such that ¢(H) € H for every H € H. Then

G(H) = {{o(H): HeM}: ¢ € ®(H)} (8)

is the set of all sets that can be obtained by selecting one option from each H € H.* The case where
H ={Hi,..., Hp} is finite might make this more intuitive, because then

Q(H) = {{hl,...,hm}l (hl, ,hm) S X;anlHk}. (9)

Since O(H) consists of all preference orders that prefer at least one h € H to zero for each H € H, we now
find that

O(H) ={=€0: (FGeGH)(VgeGo=<g}= |J [10,= |J Olal, (10)
GEG(H) geG GeG(H)

with, for every set of options G € 27,

O[G]::ﬂ®g:{<€@:(Vg€G)0<g}. (11)
geG

So we see that O(H) is a particular instance of a set of preference orders of the form

3This name is chosen because of similarities with the conjunctive normal form; see Equation (7). As for our choice of letter,
since G is reserved for the disjunctive generator that will be introduced next, we opted for the next letter in the alphabet.
Moreover, in West Flemish the letter ‘h’ is also called ‘g upwards’.

4 A noteworthy case is G(@) = {@}. This follows from the fact that if there are no sets to select from, selecting one option
from “each” of these sets yields the empty set. More formally, it follows from the fact that there is a single unique function that
maps “every” element of () to an element of ¥. Another noteworthy case is that G({0}) = 0.



with G € 2”7 a set of option sets. In particular, O(H) = O(G(H)). We will refer to any such set G as a
disjunctive generator, or simply a generator whenever it is clear from the context what type of generator we
are referring to. We will call an option set G inside a generator G a generator set. Of particular importance
is the generator G4 := G(H 4) because it characterises O(A).

Corollary 3.6. Consider an assessment A C 2 x Zy. Then O(A) = O(G4).
Proof. Follows immediately from the fact that O(A) = O(H _4) and Equation (10). O

To illustrate these new concepts and their relation, let us look at what happens in our running example.

Running Example 3.7. The conjunctive generator is

Ha = {{vi —vs,v2 —v3}, {v1 —v4,v2 — va},{v6 —v5}}.

To improve readability, let us define hy == v; —v3 = (4,—2), hy == vy —v3 = (2,—1), hg == v1 —vg = (7, —4),
h4 = Uy — Vg = (5,—3) and h5 = Vg — Vs = (—7, 7) Then HA = {{hl,hQ},{hg,h4},{h5}} and the
corresponding (disjunctive) generator is

Ga=G(Ha)={{h1,h3,hs},{h1,ha, h5},{ho, h3, hs},{ho, ha, h5}}. O

3.8. Consistency and natural extension for generators

For a given assessment A, we have by Corollary 3.6 that O(A) = O(G4). However, as we will see in
Sections 5 and 6, the same is often true for other, simpler generators G. For that reason, rather than focus
on G4 in particular, we will consider arbitrary disjunctive generators G C 27, the sets O(G) of preference
orders that are generated by them and the corresponding operators CY = Co(g)- We start by defining
consistency and natural extension for such generators.

Definition 3.8. A disjunctive generator G C 2” is called consistent if O(G) # (). Whenever it is consistent,
we call the corresponding choice function CY its natural extension.

Note that, for the particular case of G 4, the consistency and natural extension of G 4 is equivalent to that
of A: O(A) #0 < O(G4) # 0 and C94 = CO(QA) = C@(_A) =Cy.

Since O(G) = Ugeg O[G], we see that a generator G is consistent if and only if O[G] # () for at least one
G € G. Alternatively, due to Proposition 2.4, G is consistent if and only if 0 € C9({0}). For the operator
C¥9 itself, on the other hand, we see from the definitions that

CY(A) = Cog)(A) = {u € A: (3G € G)(3 <€ O[G])(Va € A)u £ a}, (13)

for any A € 2. For these reasons, it will be useful to find a convenient way of checking, for any G C ¥,
whether O[G] # () and whether there is some <€ O[G] such that v £ a for all @ € A. As we will now
show, both problems are closely related to well-known concepts from the theory of coherent sets of desirable
options [5].

3.4. Consistency and natural extension for generator sets

Since we know from Lemma 2.3 that there is a one-to-one correspondence between preference orders
and coherent sets of desirable options, studying preference orders <€ O[G] is equivalent to studying their
corresponding coherent sets of desirable options G € G. More explicitly, it follows from the definition of
O[G] and G« that, for any preference order <,

<€ O[G] & G CGa. (14)

So we see that working with O[G] is equivalent to working with Gg == { D € G : G C D }. Conveniently,
this set of compatible coherent sets of desirable options is well studied, allowing us to borrow some results
from the theory of coherent sets of desirable options.



First, an option set G C ¥ is called consistent if Gg # (), meaning that it can be extended to a
coherent set of desirable options. Van Camp et al. [5, Theorem 2,(i)<(ii)] provide the following alternative

characterisation: o
Ge# 0= posiG)N{ve¥:v<0=0 (15)

where, for any V C ¥,

posi(V) = Z)\jvj neNv eV,A >0
j=1

If G is consistent, then by [5, Theorem 2,(v)] we furthermore have that among all the compatible D € Gg,
there is a least informative—smallest—coherent set of desirable options that contains G. It is called the
natural extension of G and given by N (G) := posi(G U ¥4g), where #50 == {u € ¥: 0 < u}. More formally:
for any consistent G, we have that N (G) € Gg and N(G) C D for all D € Gg.

For non-consistent G, we also let N(G) = posi(G U #<¢), but we then no longer call it the natural
extension of G. This allows for the following alternative characterisation of consistency.

Lemma 3.9. A set of options G C ¥ is consistent if and only if 0 ¢ NV (G).

Proof. If G is consistent, then N'(G) € Gg is coherent by [5, Theorem 2,(v)], so it follows from Axiom dg
that 0 ¢ M(G). So it remains to prove that 0 € N(G) for any G that is not consistent. If G is not consistent,
then by Equation (15), we know that posi(G)N{v € ¥': v < 0} # (). Take any u € posi(G)N{v € ¥: v < 0}.
Then there are some n € N, v; € G and A; > 0 such that u = 2?21 Ajv; < 0. If u = 0 then we are done
because 0 = u = 7| A\ju; € posi(G U ¥50) = N(G) by definition. If u # 0, then p = —u € ¥ such that
O=ptu=p+ Z?Zl A;jvj. Since p € Y50, we have that 0 € posi(G U #5¢) = N(G). O

These results for coherent sets of desirable options can be immediately used in our context. First, due
to Equation (14), G is consistent if and only if O[G] # 0. It therefore follows from Lemma 3.9 that

OG]£0 = Gg £ 0 0¢ N(G). (16)
Secondly, we can also use the N operator to reformulate the condition that appears in Equation (13).

Lemma 3.10. Let A € 2 be an option set and consider an option u € A and a set of options G C ¥. Then
the following statements are equivalent

(i) there is a preference order < € O[G] such that for all options a € A we have u 4 a;
(ii) there is some D € G such that (A —u)ND = 0;
(iii) (A—u)NN(G) = 0.

Proof. If G is not consistent then all statements are trivially true by Equation (16) because 0 = u—u € A—u.
So we only have to handle the case where G is consistent. We give a circular proof of the negation of all
statements.

First we prove that the negation of statement (i) implies the negation of statement (ii). Assume that for
all < € O[G] there is some a € A such that u < a. Then for any D € Gg, by Lemma 2.3, <p is a preference
order such that G<, = D. It therefore follows from Equation (14) that <p€ O[G]. Therefore, there is some
a € A such that v <p a. Hence, a —u € D, so that (A —u) N D # (.

Next we prove that the negation of statement (ii) implies the negation of statement (iii). Assume that
for all D € Gg we have (A—u)ND # (. By [5, Theorem 2|, since G is consistent, we have that N'(G) € Gg,
which immediately implies statement (iii).

Finally, we prove that the negation of statement (iii) implies the negation of statement (i). Assume that
(A—u)NN(G) # 0. Take any <€ O[G]. Since G is consistent, we have that A (G) is the smallest coherent
set of desirable options in G¢ [5, Theorem 2,(v)]. Moreover, by Equation (14) we have that G C G~ and,
by Lemma 2.3 that G € G, so G5 € Gg. Whence, N (G) C G<. Therefore, since (A — u) NN(G) # 0,
there is some a € A such that a — u € G<. By definition and Axiom <5 this means that a < u. O
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3.5. Connecting back to generators

From these results, we can now check the consistency of a generator in a straightforward way.
Lemma 3.11. A generator G C 2” is consistent if and only if there is some G € G such that 0 ¢ N(G).

Proof. By definition, the consistency of G is equivalent to there being some G € G such that O[G] # (). By
Lemma 3.9 this is equivalent to there being some G € G such that 0 ¢ N(G). O

Similarly, the lemmas above also lead up to the following theorem that allows us to evaluate CY for any
finite option set in terms of checks on N (G) for the generator sets G € G.

Theorem 3.12. Consider any generator G C 2”. For any option set A € 2 and option u € A, u € C9(A)
if and only if there is some G € G such that (A —u) NN(G) = 0.

Proof. By Equation (13), u € C9(A) is equivalent to
(3G € G)(3< € O[G])(Va € A)u £ a,
and this is by Lemma 3.10 equivalent to (3G € G)(A — u) NN(G) = 0. O

Interestingly, this result does not only characterise the natural extension of consistent G. Since we know
from Section 3.3 that G is consistent if and only if 0 € C9({0}), this result also includes Lemma 3.11 as a
special case.

4. Practical methods for finite generator sets

We’ve just seen that both the problem of checking the consistency of an assessment and computing its
natural extension reduce to checking for multiple options v € ¥ and option sets G € G whether v belongs
to N(G). This can be done in various ways, but in this section we will proceed to propose one way for
the case where G is finite, and show how this leads to practical algorithms for checking the consistency and
evaluating C9 for generators G that consist of a finite number of such finite generator sets G.

4.1. Checking if an option belongs to N(G) for finite G

If an assessment A is finite, which will often be the case in practice, then there are only a finite number
of option sets in H 4 each containing a finite number of options. The disjunctive generator G4 will then
also consist of a finite number of option sets—at most [[ ;4 , |H|, as can be seen from Equation (9)—each
of which contains only a finite number of options. The following proposition gives a more practical way of
checking, for one such finite option set G, whether an option belongs to N (G). We use the convention that
for all non-negative integers n > 0, (A1,...,\,) > 0 means that (A1,...,\,) is an n-tuple of real numbers
such that X\; > 0 for all j € {1,...,n} and A\; > 0 for at least one j € {1,...,n}; in particular, for n = 0, no
such (A1, ..., An) > 0 exists.

Proposition 4.1. For any option set G = {g1,...,9m} € 2y and option v € ¥, v € N(G) if and only if at
least one of the following two conditions holds:

(i) 0 < w;
(i) there is some (A, ..., Am) > 0 such that 337, Ajg; < v.

Proof. First we prove the implication to the left. If (i) holds, we have that v € 5 C posi(GU¥59) = N(G).
If (i) holds—which implies that m > 0-—we consider two cases. If 377" \;g; = v, then we are done
by definition of the posi operator. Otherwise, let p = v — Z;”:l Ajg; € Y50 and Apqpq = 1. Then
v =311 Njgj + Amy1p € posi(G U ¥5o) = N(G).

Next, we prove the implication to the right. Since v € N(G), v is a finite positive linear combination of
elements of {gi,...,gm} U ¥50. By summing terms with the same g; together, and adding terms \;g; with
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Ai = 0 for those g; that do not appear in this positive linear combination, we see that there is a natural
number ¢ > 1 and there are (A1, ..., Apye) > 0and py,...,ps € Y50 such that v = Z;nzl )‘j9j+2§:1 Am+jDj-

If \y =... = Ay = 0, we infer from this that (Apy1,---5Amae) > 0 and 0 < Z§:1 Am+jPj = v, which is
(i). In the other case we have that (A1,...,\;,) > 0 and, since 0 < Z?Zl Am+;Dj, also that Z;”Zl \igi =
v Z§:1 Am+jPj < v, which is (ii). -

For option sets that are singletons, this condition can be simplified even further.

Corollary 4.2. Consider two options u,v € ¥. Then v € N'({u}) if and only if there is some A > 0 such
that \u < wv.

Proof. First we prove the implication to the right. By Proposition 4.1, we have that either 0 < v or there is
some A > 0 such that Au <w. If 0 < v, then we can choose A = 0 and in the other case we are done.

Next we prove the implication to the left. If A =0, then 0 < v, which is sufficient by Proposition 4.1 (i).
If A > 0, then this is sufficient by Proposition 4.1 (ii). O

4.2. Consistency and natural extension in practice

With Proposition 4.1 at our disposal, the methods in Section 3.5 for checking consistency and evaluating
CY9 can now be simplified even further, at least if G consists of finite option sets.

For consistency, we then know from Lemma 3.11 that G is consistent if and only if there is some G € G
such that 0 ¢ N(G). Reformulating 0 ¢ N (G) with Proposition 4.1, we arrive at the following result.

Proposition 4.3. Consider a generator G C 2 consisting of finite option sets. Then G is consistent if and
only if there is some G = {g1, ..., gm} € G such that Z;nzl Ajg; £ 0 for all (A1,...,Am) > 0.

Proof. Combining Lemma 3.11 and Proposition 4.1, we see that G is consistent if and only if there is some
G ={g1,---,9m} € G for which Proposition 4.1 (i) and (ii) are both false for v = 0. We see immediately that
(1) is always false because 0 £ 0, which leaves us with the requirement that (ii) should be false for v = 0. O

To illustrate this, we return to our running example.

Running Example 4.4. We will now go ahead and test if the strategic advisor was at least consistent (with
coherence) in his choices. We know from Section 3.3 that A is consistent if and only if G4 is. Therefore,
by Proposition 4.3, we can demonstrate consistency by finding a generator set G = {¢g1,...,gm} € Ga such
that Z;"zl Ajg; £ 0 for every (A1, ..., A\m) > 0. We will use the particular generator set G = {g1,92,93} =
{ha,ha,h5} = {(2,-1),(5,-3),(=7,7)} € Ga. Assume ez absurdo that there is some (A1, Az, A3) > 0 such
that A\1g1 + Aogo + A3g3 < 0. Notice that 2g, < 5¢;, so if we let pup == %)\1 + A2 and ps == TA3 then

3
2 1
E Aigj = 5>\192 + Aaga + A3g3 = pihg + §M2h5 = (bpy — p2, —3p1 + p2).
i=1

Since Z?:1 Ajg; < 0, this implies that 541 < ps < 3pq and thus g < 0 and po < 0. This is impossible
though because (A1, A2, A3) > 0 implies that g1 > 0 or us > 0. Hence, A is consistent. We conclude that
the decisions of the strategic advisor were consistent with coherence, so we may use the natural extension to
derive their consequences; we will do so in Running Example 4.6 further on. O

To determine C9(A) for any option set A € 2, we can check for every individual u € A if u € C9(A). Due
to Theorem 3.12, this requires us to check, for every u € A, if there is some G € G such that (A—u)NN(G) =
(), or equivalently, such that v ¢ N(G) for all v € A — u. If the generator sets in G are all finite, then we can
reformulate this condition using Proposition 4.1.

Proposition 4.5. For any finite generator G € 2y, option set A € 2 and option u € A, u € C9(A) if and
only if
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1. v#0forallve A—u, and

2. there is some G' = {g1, ..., g} € G such that 377" | \;g; £ v for all v € A —w and (A1, ..., A) > 0.

Proof. As explained in the text preceding this result, it follows from Theorem 3.12 that u € C9(A) if and
only if there is some G = {g1,...,gm} € G such that v ¢ N(G) for all v € A — u. By Proposition 4.1, the
condition v ¢ N(G) is true if both (i) v # 0 and (i) 3272, Ajg; £ v for all (A1,...; Ay) > 0. Since (i) does
not depend on G, this implies the stated result. O

We again illustrate this using our running example.

Running Example 4.6. We can now finally tackle the problem at the end of Running Example 3.1:
choosing from the set As = {(—3,4),(0,1), (4, —3)} based on the expert’s assessment. This comes down to
computing C 4(As), or equivalently, as explained in Section 3.3, to computing C94(A3). To see if u = (4, —3)
is chosen from As, as we know from Proposition 4.5, we need to check two things. First, whether v % 0
for all v € As —u = {(—7,7),(—4,4),(0,0)}; this is clearly the case. Second, whether there is some
set G = {g1,...,9m} € G4 such that Z;n:l Ajg; £ v forallv e Ag —w and (Mg, ..., \p) > 0. This is not the
case because for every G = {g1,92,93} € Ga,’ since g3 = hs = (=7,7), we find for (A1, A2, A3) = (0,0,1)
and v = (—7,7) that Z?Zl Ajg; = hs = (=7,7) =v. So (4,—3) is not chosen from Az. Checking if (0,1) is
chosen is analogous. In this case u = (0,1) and Az —u = {(—3,3),(0,0), (4,—4)}, so a similar argument using
v =(-3,3) and (A1, A2, A3) = (0,0, 2) leads us to conclude that (0,1) is not chosen either. Since C.4(A3)
must contain at least one option by the consistency of A—see Running Example 4.4—and Proposition 2.4,
it follows that C4(As) = {(—3,4)}. So based on the advisor’s earlier decisions, it follows that the company
should choose (—3,4) from Aj. O

In this simple toy example, the assessment 4 was small and the conditions in Propositions 4.3 and 4.5
could be checked manually. In realistic problems, this may not be the case though. We therefore proceed to
develop a more algorithmic approach.

4.8. An algorithmic approach

Fix some finite generator G € 2. Then as we’ve seen in the previous section, for each G = {g1,...,gm } €
G, the step ‘check if there is some tuple (A, ..., Ay) > 0 for which Z;nzl Ajg; < v’ is an essential element of
our methods for checking the consistency of G and evaluating C9. For that reason, we introduce a boolean
function ISFEASIBLE: 2y x ¥ — {true, false} for it. For every {gi,...,gm} € 2y and v € ¥, it returns true
if Z;nzl Ajg; < v for at least one (A1, ..., Ay,) > 0, and false otherwise.

Since we will need to evaluate ISFEASIBLE repeatedly, we first look at how we can do this in practice. By
definition, (A1,...,Am) > 0 can be rewritten as A\; > 0 for all j € {1,...,m} and Z;nzl Aj > 0, which are all
linear constraints. Since the condition E;”:l Ajg; < v is linear as well, we have a linear feasibility problem
to solve. However, strict inequalities such as Z;”:l A; > 0 are problematic for software solvers for linear
feasibility problems. A quick fix is to choose some very small € > 0 and impose the inequality Z;"Zl Aj>e€
instead, but since this is an approximation, it does not guarantee that the result is correct. A better solution
is to use the following alternative characterisation that, by introducing an extra free variable, avoids the
need for strict inequalities.®

Proposition 4.7. Consider any v € ¥ and any G = {g1,...,9m} € Zy. Then ISFEASIBLE(G,v) = true
if and only if there is some (u1,. .., tme1) € R™F! such that Zzlzl Bregk < fma1v, pr > 0 for all k €
{1,....m}, pmy1 > Land >0 s > 1.

5We have already seen in Running Example 3.7 that in our example, m = 3 for all G € G 4.
6This result is a special case of what Quaegebeur did for his analysis preceding the CONEstrip algorithm [11, Section 2],
where N'(G) is in his notation R.
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Proof. Suppose ISFEASIBLE(G,v) = true. Then there is some (Aq,...,A;,) > 0 such that >7" | Apgr < v.
Let
()‘17"'7)‘77171) if Z;’nzl )‘47 > 1’

A1 A 1 ) .
a A N 7 otherwise.
( j=1 Aj? ’ 1257 j=1 Aj

(/1'17 "'7/J'm+1) = {

Then (p1, ..., ftm+1) satisfies the conditions in the statement.
Next we prove the implication to the left. So suppose that there is some (j1, ..., 1) € R™TL such
that >3 pkge < pm41v, e > 0 for all k € {1,...,m}, pmyr > 1and D)0, e > 1. Let (Mg, ..., \,) =

(um+1 ,#“n—il) Then clearly (A1,...,Ap) >0 and Zk 1 Akgr < v, so ISFEASIBLE(G, v) = true. O

Computing ISFEASIBLE({g1,...,gn},v) is therefore a matter of solving the following linear feasibility
problem:
find  p1,..., pnt1 €R,

subject to  prpp1v(x) — > p_q prge(z) >0 for all z € X,

22:1 Kk > 17 Hn+1 > la
i >0 forall k € {1,...,n}.

We will assume henceforth that you have a method for solving these problems. For finite X', which we will
consider in our experiments in Section 7, such problems can easily be solved by standard linear programming
methods; see for example [12, 13].

Now, if the generator G itself is also finite, then we can use ISFEASIBLE to automate Propositions 4.3
and 4.5. Consider any finite generator G € 2. Then, by Proposition 4.3, we can check the consistency of G
by iterating over all G € G and checking whether ISFEASIBLE(G, 0) is false; if we find at least one such G,
we conclude that G is consistent. This results in the pseudocode in Algorithm 1. Similarly, we can evaluate
CY using Proposition 4.5, as is done in Algorithm 2. The algorithm starts by iterating over all v € A — u
and checking whether v > 0; if we find one such v we conclude that u is not chosen. Next, it checks the
second condition of Proposition 4.5. So, it searches for some G € G for which ISFEASIBLE(G, v) is false for
all v € A —u. Once we find that ISFEASIBLE(G, v) is true for some v € A — u, then we do not have to check
the remaining options in A — u that we have not checked yet, and we can move on to the next G. If we have
found a G for which ISFEASIBLE(G, v) is false for all v € A — u, then we conclude that « is chosen. If, in the
end, we have checked all G € G, and we did not find such a G, then we conclude that w is not chosen.

In practice, we are however not interested in the consistency and natural extension of a generator but in
that of an assessment A. To that end, as explained in Section 3.3, it suffices to convert this assessment A
to the conjunctive generator H 4 and then to the corresponding disjunctive generator G4 and consider the
consistency and natural extension of the latter. If G4 consists of finitely many finite option sets —which it
will, as we know from the beginning of Section 4.1, if A is finite—we can then apply Algorithms 1 and 2
to G4 to check the consistency of A or evaluate its natural extension C4, respectively. To transform A
to H4 and G4, we present two simple additional algorithms. Algorithm 3 converts an assessment A to
the corresponding conjunctive generator H 4 as defined in Section 3.2. Algorithm 4 converts a conjunctive
generator H—such as H 4—to the corresponding disjunctive generator G(H), as given by Equation (9). For
H = (—which is the case for H_4 if A = @), or may happen as a result of the simplifications in Section 5—we
know from Footnote 4 that G(H) = {0}, which is why Algorithm 4 initialises G as such. We call both
algorithms naive because, as we will see in Sections 5 and 6, both can be improved upon.

Algorithm 1 Check if a generator is consistent

Input: finite generator G € 2y
Output: true if G is consistent and false otherwise
1: for all G € G do
2 if not ISFEASIBLE(G, 0) then
3: ‘ return true
4: return false
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Algorithm 2 Decide if an option u is chosen from A by CY

Input: option set A € 2, option u € A, finite generator G € 2
Output: true if u € C9(A) and false otherwise

1: for allv e A—u do
2: if v > 0 then

3: ‘ return false

4: for all G € G do

5: Found-v « false

6 for allv e A—u do

7 if ISFEASIBLE(G, v) then
8 Found-v < true

9

: break
10: if not Found-v then
11: ‘ return true

12: return false

Algorithm 3 From assessment to conjunctive generator

Input: finite assessment 4 € 2 x 2y
Output: finite conjunctive generator H = H 4 € 2
1: function ASSESSMENTTODISJUNCTIVENAIVE(A)
H <0
for all (V,W) € Ado
for all w € W do
| H <+ HU{V —w)

return H

Algorithm 4 From conjunctive to disjunctive generator

Input: finite conjunctive generator H € 2y
Output: finite disjunctive generator G := G(H) € Zy
1: function CONJUNCTIVETODISIJUNCTIVENAIVE(H)
2: G« {0}

3 for all H € H do

4: G*« 0

5: for all G € G do

6 for all h € H do

7 | G« G u{GuU{h}}

8 g« gr

9

return ¢
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4.4. Practical considerations

If we want to implement Algorithms 1 to 4 in the programming language of your choice, there are some
practical aspects to take into account.

A first such aspect is which data type to use to store generators in all the previous algorithms. One
option, that is closest to the mathematical descriptions in our pseudocode, is to use the set data type, which
is implemented in most common programming languages. However, we opt to use arrays; that is, we store
option sets as arrays and sets of option sets as arrays of arrays. One reason is that arrays are usually
optimised for iteration, which is what we do in Algorithms 1 and 2. Another advantage of arrays is that they
use slightly less memory when no duplicates are present, because set-like structures save some additional
information to maintain their hash table. The advantages of set-like structures, such as faster look-up and
removal, on the other hand, are not of use in our algorithms. Moreover, the only difference is that for arrays
it is possible that duplicates are present, and it can be seen from Propositions 4.3 and 4.5 that even when
there are duplicate option sets, this would just lead us to check the same option set twice, which will not alter
the result. Similarly, inside the option sets G € G it will not matter to have the same option twice, as the
N’s for the same options can be lumped together. Since it is often a reasonable assumption that duplicates
will be very rare, this leads us to think that the advantages of arrays outweigh the disadvantages here.

A second particular aspect is that Algorithm 4 will lead to memory explosion for large conjunctive
generators if we save the disjunctive generator in memory. This is because |G(H)| = | X gey H| for a given
conjunctive generator X (when using arrays). Therefore, it is in practice better to only save the conjunctive
generator in memory and do the iteration over the disjunctive generator on the fly” when we need it in
Algorithms 1 and 2.

We will take both considerations into account in our implementation when we will test our algorithms in
Section 7. However, the exponential explosion can still manifest itself in the running time of Algorithms 1
and 2. To address this potential issue, in the next two sections, we will develop methods to reduce the size
of a (conjunctive or disjunctive) generator, without altering the corresponding set of preference orders. We
start with conjunctive generators.

5. Simplifying conjunctive generators

For any given conjunctive generator H € Zp—and for H 4 in particular—the consistency and natural
extension of the corresponding generator G(H)—and that of G4 = G(H 4) in particular—are fully determined
by the corresponding set of preferences O(G(H)) = O(H). Therefore, if we can simplify H without altering
O(H), this will reduce the running time of Algorithms 1, 2 and 4 without altering the result. The aim of
this section is to achieve such simplifications, either by removing option sets from H or by removing options
inside the individual option sets in H. At the end we also present an algorithm that implements these
simplifications.

5.1. Remouing option sets containing a positive option

First we show that we can sometimes remove a whole option set. In particular, for any conjunctive
generator H, we can remove all option sets H € H for which O[H] = O, as doing so does not alter
O(H) = Nyey O[H]. The following lemma gives a simple necessary and sufficient condition for this to
happen.

Lemma 5.1. Consider an option set H € 2. Then O[H] = O if and only if there is an option h € H such
that 0 < h.

Proof. First we prove the implication to the right. Suppose that O[H] = O, then <€ O = Q[H]. So by
definition there is some h € H such that 0 < h.

Next we prove the implication to the left. Since 0 < h and any < € O extends < by Axiom <4, we have
0y, = 0. Therefore, by Equation (7), we have that O[H] = (J, .y On = O. O

7In Julia and Python this is done by iterating over ‘Itertools.product’ of H, for example.
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5.2. Removing negative options

The next simplification is based on the idea that some options u € H are non-informative. In particular,
if an option u € H is nonpositive (u < 0), then it cannot be preferred to zero by a preference order since
preference orders extend <, so @, = (). Removing v from H will therefore not change Q[H]|. This is made
formal in the following lemma.

Lemma 5.2. Consider an option set H € 2 and an option v € H. If u < 0, then O[H] = O[H \ {u}].

Proof. We will first show that Q, = 0 if u < 0. Suppose exr absurdo that there is some <€ @,. Then by
definition of Q,, 0 < w. If u = 0 this is already a contradiction with Axiom =<q. If u < 0 then by Axiom <4
it follows that u < 0 < u. By Axiom <; then u < u, which is a contradiction with Axiom <g.

Therefore, by Equation (7), we have that

OH|=JOon= |J 0n=0[H\{u}

heH he H\{u}
O

It is possible that all options in H are nonpositive. We can then remove all of them, which leads to H = ()
and O[H] = U,,cp On = 0. For the corresponding disjunctive generator G(#), this implies that

O(G(H)) = O(H) = (1] O[H] =9, (17)

HeH

so we can conclude that G(H) is not consistent.
We can extend the idea of Lemma 5.2 of removing negative options to removing options that are ‘domi-
nated’ by another option in the same set; this is what we will look at next.

5.3. Removing dominated options

If we know that there are two options uw,v € H such that O, C O,, then we can remove u from H
because it does not contribute to the union in the definition of O[H]. The following lemma gives a practical
sufficient condition for this to happen.

Lemma 5.3. Consider an option set H € 2 and two distinct options u,v € H. If v € N({u}), then
O[H] = O[H \ {u}].

A direct proof using Corollary 4.2 is fairly straightforward. We instead opt to prove it using two more
abstract lemmas though, because these will prove useful later on as well.

Lemma 5.4. Consider two sets of options A, B C ¥. Then A C N (B) if and only if N'(A) C N(B).

Proof. First, assume that A C A (B). Take any v € N'(A). Then by definition of A'(A) there are n € N and
vj € AUY0 and \j > 0 such that u = 377, Aju;. Since A C N/(B), we have for every v; € A, by definition
of the posi operator, that there are n; € N, w;, € BU 750 and A > 0 such that v; = ZZ]:l Ajrwj k. The
same is true for v; € #5¢ if we choose n; =1 and A;; = 1. Therefore, we have that

Since wj, € BU Y50 and (\j\) ) > 0, we have by definition of the posi operator that u € N'(B).
Next, assume that N (4) € N (B). Take any a € A. Usingn =1, \y = 1 and a € AU ¥5¢ in the
definition of N'(A) we have that a € N(A) C N(B). Therefore, A C N'(B). O

Lemma 5.5. Consider two option sets Gy, Gy C 27 If N(G2) € N(G,), then O[G1] C O[Gs].
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Proof. Take any <€ O[G;]. By Equation (14) we have that G; C G<. Since G is coherent because
of Lemma 2.3, this implies that G; is consistent. By [5, Theorem 2| A (G;) is therefore the smallest
coherent set of desirable options that contains G;. Since G; C G~ and G~ is coherent, this implies that
N(G1) € G<. On the other hand, since N (Gs2) C N(G1) we know from Lemma 5.4 that Go C N(G1).
Hence, G2 C N(G1) C G<. Therefore, <€ O[G2] by Equation (14). O

Proof of Lemma 5.3 By Lemmas 5.4 and 5.5 we have that O[{u}] C O[{v}]. By definition this is the
same as Q, C Q,. Therefore, by Equation (7), we have that

OH|=JOon= |J 0On=0[H\{u}]

heH he H\{u}

as required. O

In the case of our running example, all the option sets in H 4 can even be reduced to singletons.

Running Example 5.6. In Running Example 3.7 we determined that H4 = {{h1, h2},{hs, ha}, {h5}},
where hy = (4,-2), he = (2,—1), hs = (7,—4), hy = (5,-3) and hs = (=7,7). For {hy,ha} we see that
2hg = hy and in {hg, hy} we see that %h4 < h3. So, by Lemma 5.3 and Corollary 4.2, we can simplify the
conjunctive generator H 4 to H = {{ha},{hs}, {hs}} without altering the corresponding set of preferences
O(HA) = O(H). O

The generator in this example is small, making it easy to check which options can be removed. In general,
however, it would be useful to automate this process, which is what we now set out to do.

Inspired by Lemma 5.3, we introduce the binary relation < on ¥ defined by u < v < v € N ({u}). Since
we know from Lemma 5.4 that v < v is equivalent to N'({v}) € N ({u}) the relation < is a (non-strict)
preorder since it is clearly reflexive and transitive. To describe <I, we use the function OPTIONORD: #?2 —
{true, false} that returns true for a given option pair (u,v) € ¥? whenever u < v. Due to Proposition 4.1,
OPTIONORD(u, v) is true if 0 < v or is otherwise equal to ISFEASIBLE({u}, v); this allows us to easily evaluate
it in practice. Since we know from Lemma 5.3 that elements of H that are dominated according to < can
be removed from H, the best we can do is replace H by a smallest subset that contains no such dominated
elements.

Algorithm 5 is one way to construct such a minimal set. The algorithm works for any (non-strict)
preorder, allowing us to use it for other purposes in Section 6 as well. To obtain a minimal set, it selects
exactly one option from every equivalence class of options that are dominated by each other but by no other
option. It works by starting with an empty set Spax and adding options to it, one by one, that are not
dominated by any other option in Sy,.x. Every time we add such an option to Spax, we also remove the other
options from Sp,.x that are dominated by this new option. Applied to a set S with n elements, Algorithm 5
requires at most @ binary comparisons between elements of S.

In particular, starting from a conjunctive generator H, we can replace it by the simplified conjunctive
generator {MAX(H, OPTIONORD): H € H}, where, for every option set H € H, MAX(H, OPTIONORD) uses
OPTIONORD at most % times.

Due to Lemma 5.3, this will not alter the corresponding set of preferences.

Corollary 5.7. For any option set H € 2y,
O[H] = O[MAX(H, oPTIONORD))].

Proof. Since Algorithm 5 only removes options that are dominated according to <, this follows from repeated
application of Lemma 5.3. O

We end this section on simplifying conjunctive generators by presenting an algorithm that uses these
simplifications to simplify the conjunctive generator H 4 of an assessment A. Combining the definition of
‘H 4 and the simplifications in Lemmas 5.1 to 5.3, we get the procedure in Algorithm 6. It works by iterating
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Algorithm 5 Find ‘maximal’ elements of a preordered set

Input: a preordered finite set S, a comparison function f: S x S — {true, false} such that f(s,t) = true
whenever s is dominated by ¢ in the preorder
Output: ‘maximal’ elements of S with only one of every equivalence class
1: function MaAX(S, f)
2: Smax < 0
3 for all s € S do
4: IsMaximal < true
5: for all ¢t € S, do
6 if f(s,t) then
7 IsMaximal <« false
8
9

break

: if IsMaximal then
10: Snew — {s}
11: for all ¢t € S, do
12: if not f(¢,s) then
13: | Shew ¢ Snew U {t}
14: Srnax — Snew
15: return Sy .y

over all pairs (V, W) € A and all w € W. For each such w it iterates over, the algorithm collects all v—w € 0,
with v € V, into an option set H—because if v —w < 0, we can remove it by Lemma 5.2—unless v — w > 0
for some v € V, in which case the option set H can be removed by Lemma 5.1. After creating such an
option set H we simplify it further by removing dominated options, using Algorithm 5, and add it to H. It
could be that we add H = () at some point—if v — w < 0 for all v € V—in which case, whatever the other
option sets in H are, we know from Equation (17) that O(H) = 0 and therefore that A is inconsistent. Since
the other option sets do not matter, we then directly return the simplest conjunctive generator A for which
O(H) = 0, which is {0}.

Here too the use of arrays instead of sets is not a problem, because it will only make us check some things
multiple times. It is even advisable, for the reasons explained in Section 4.4.

6. Simplifying disjunctive generators

Even if we simplify H using the methods in Section 5, transforming H into G(H) using Algorithm 4 can
still lead to an exponential explosion in the size of this generator. To address this issue, we will now proceed
to develop a method to simplify a disjunctive generator G, and we will use it to simplify G(H) without
ever explicitly constructing G(H) itself. If we do this without altering the corresponding set of preference
orders O(G(#H)), then as before, this will reduce the running time of Algorithms 1 and 2 without altering the
result. We will achieve this by removing entire generator sets that do not contribute any new information,
or individual uninformative options inside generator sets.

6.1. Removing option sets from generators

Our first simplifications involve removing option sets G € G that do not contribute any information, in
the sense that O(G \ {G}) = O(G). The first such type of option sets are those that are inconsistent, or
equivalently, due to Lemma 3.9, those for which 0 € N(G).

Lemma 6.1. Consider a set of option sets G C 27 and an option set G € G. If 0 € N(G), then O(G\{G}) =
o(G).

Proof. Follows straight from the definition O(G) = (Jgeg O[G] and the fact that, due to Equation (16),
O[G] = 0 when 0 € N(G). O
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Algorithm 6 From assessment to conjunctive generator, with simplifications

Input: finite assessment 4 € 2 x 2y
Output: H € 2y such that O(H) = O(H 4)
: function AsSESSMENTTOCONJUNCTIVE(.A)
: H <0
for all (V,W) € Ado

1

2

3

4: for all w € W do

5: H «+ @

6 containsPositive < false

7 for all v € V do

8 if v —w > 0 then > Lemma 5.1
9: containsPositive < true
10: break
11: if v —w £ 0 then > Lemma 5.2
12: | H<+ HU{v—w}
13: if not containsPositive then
14: if H = then
15: Warning: A is not consistent. > Equation (17)
16: return {0}
17: H «+ HU{MAaAX(H,oPTIONORD)} > Corollary 5.7
18: return H

The next condition is related to pairs of generator sets and is therefore a bit more intensive to check.

Lemma 6.2. Consider a set of option sets G C 27 and two distinct option sets G1,Gs € G. If G C N(Gy),
then O(G \ {G1}) = O(G).

Proof. Since G € N(G1), we have O[G] C O[G>] by Lemmas 5.4 and 5.5. Because O(G) = g O[G], it
follows that O(G) = O(G \ {G1}). O

To show its relevance we will use an example with 7 = R3.

Example 6.3. Consider the generator G = {G1, G2}, where

G = {(2; 27 *1)3 (27 *17 2)a (*17 23 2)]’&
Go ={(5,-1,-1),(-1,5,-1),(-1,-1,5)}.

It is fairly straightforward to verify that this generator cannot be simplified by Lemma 6.1. However, we do
have that G; C posi(Ga U ¥5¢) = N(G3); for example (2,2, —1) = %(57 -1,-1)+ %(—17 5,—1). It therefore
follows from Lemma 6.2 that O({G1,G2}) = O({G1}).

To automate this process we define the function G-ORD that returns true for a given pair of option
sets (G1,Gs) € 27 x 27 whenever Go C N(G1) and false otherwise. Since we know from Lemma 5.4
that this is equivalent to N (G2) € N(G1), G-ORD defines a (non-strict) preorder < on 2”—defined by
G1 < G2 & G-ORD(G1, Go)—as it is clearly reflexive and transitive. This allows us to use Algorithm 5 once
more, this time to select a minimal set MAX(G, G-ORD) of undominated elements from a generator G, at
least if G is finite and if we are able to evaluate G-ORD.®

Corollary 6.4. For any finite set of option sets G € 27,
0(G) = O(Max(G, G-OrD)).

81t should be noted that if we work with arrays, then duplicates can be present in the generator. In that case, only one of
these duplicates will be kept because Algorithm 5 will retain exactly one option set from every equivalence class defined by <.
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Proof. This follows immediately by repeated application of Lemma 6.2. O

Evaluating G-ORD(G1, G3) for arbitrary G1,Gs € 27 is tricky, but if G; and G5 are finite, then it can
be evaluated as the conjunction of ISFEASIBLE(G1, g) over all nonpositive options g € G5 \ %¢.

Lemma 6.5. Consider two finite option sets G1, G2 € 2. Then
G-ORD(G1,Gs) & (Vg € G2\ Y50) ISFEASIBLE(GY, g).

Proof. G-ORD(G1,G3) is by definition true if and only if Go C N (G1), or equivalently, if g € N (G;) for all
g € G4. Due to Proposition 4.1 and the definition of ISFEASIBLE, this is equivalent to the condition that for
every g € G2, we have that g > 0 or that ISFEASIBLE(G1, g) is true. This is equivalent to the condition on
the right. O

If an option set G belongs to a generator G(H), where H is created using Algorithm 6, then there is no
need to check if g > 0 because such g will have been removed based on Lemma 5.1.

6.2. Simplifying generator sets

In contrast to the previous section, we will now look at which options inside an individual option set
of a generator do not contain any information. The following lemma provides a sufficient condition for two
generator sets—one of which can be a subset of the other—to generate the same set of preference orders.

Lemma 6.6. For any two option sets G, G’ € 27, if N(G) = N(G"), then also O[G] = O[G"].
Proof. This follows immediately from two applications of Lemma 5.5. O

Inspired by this result, we will try to simplify a generator set by replacing it with a smallest subset G’ C G
for which N (G) = N(G’). That is, we want to come up with a function MINCONESUBSET: 2y — 2y that,
for every G € 2y, returns some subset G’ = MINCONESUBSET(G) C G for which N (G) = N(G') #
N(G'\ {u}) for all u € G'. Due to Lemma 6.6, the resulting G’ will then yield the same set of preferences.

Proposition 6.7. Consider an option set G € 2. Then
O[G] = O[MINCONESUBSET(G)].

Proof. This follows immediately from the properties that we require of MINCONESUBSET—i.e. N (G)
N (MINCONESUBSET(G))—and Lemma 6.6.

o

A first way to obtain such a function is to use the following lemma to find such a G’ iteratively.
Lemma 6.8. For any option set G' € 27 and option u € G, u € N'(G\{u}) if and only if N'(G) = N(G\{u}).

Proof. The implication to the left is immediate from N(G) = posi(G U ¥<9), the definition of the posi
operator with n =1 and u € G, so we prove the implication to the right.

On the one hand, since N (G \ {u}) C N(G \ {u}), Lemma 5.4 implies that G \ {u} C N(G \ {u}).
This together with u € N(G \ {u}) implies that G C N(G \ {u}). Therefore, by Lemma 5.4, we have that
N(G) C NG\ {u)).

On the other hand, since N'(G) C N(G), Lemma 5.4 implies that G C N (G). Therefore, G\ {u} C G C
N(G) and hence, by Lemma 5.4, N'(G \ {u}) C N (G). O

This can again be applied to our running example.
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Running Example 6.9. Let us start from the conjunctive generator H = {{ha}, {h3}, {h5}} that we found
in Running Example 5.6 with hy = (2,—1), hy = (7,—4) and hs = (=7,7). The corresponding disjunctive
generator is G(H) = {G} with G = {ho, hs, hs}. Since 4hy = (8,—4) > (7,—4) = hs, we know that
hy = ths + 1p for p = (1,0) € %%, which implies that hy € N'({h3, hs}). We can therefore remove hy from
the set G in this generator due to Lemmas 6.6 and 6.8, resulting in G’ = {hg, hs}. This leads to a generator
G’ = {G'} that is equivalent to G(H), in the sense that O(G") = O(G(H)) = O(H). Since we already know
from Running Example 5.6 that O(H) = O(H.4) = O(G.4), we find that instead of computing C94 = Co(g )
to evaluate C 4, as we did in Running Example 4.6, we can now instead evaluate c9' = Co(g)- Since G’ is
smaller, we know from Algorithm 2 that this will be easier. O

To obtain a smallest subset G’ of G such that N(G') = N(G) # N (G’ \ {u}) for all u € G', we can
now keep on using Lemmas 6.6 and 6.8 to remove options from G until we cannot remove any more. This
yields a method whose time complexity is polynomial in both the dimension of the state space and the
number of options in G. To check the condition u € N (G \ {u}) in practice, due to Proposition 4.1 we
can first check if w > 0—in which case it is always true, so u can be removed—and otherwise evaluate
ISFEASIBLE(G \ {u}, u)—removing w if it is true.

There are other ways to come up with a function MINCONESUBSET that has the required properties
though, because it is related to a well-known problem in polyhedral theory: redundancy removal. To make
the connection, we first need to introduce some definitions. For any set of options V' C ¥ the conic hull of
V is defined as

cone(V) = Z)\jfuj neNwv, eV A\ >0 5,

j=1

and turns the set V into a (pointed) cone, which includes 0. This corresponds to [16, Eq. (2.6)] for finite V.
An option v € V is called redundant if cone(V \ {v}) = cone(V). Removing redundant options is therefore
clearly a problem that is closely related to what is done in Lemma 6.8. If V' € 2y is a finite set of options,
then redundancy removal means finding a subset V* of options so that V* does not contain any redundant
options and cone(V) = cone(V*), as described for example by Fukuda [16, Problem 7.2 and Section 7.4].

Let us now make the connection between redundancy removal and MINCONESUBSET more formal. It is
clear that posi(V') U {0} = cone(V) for any non-empty V € 2”7\ {#}}. Therefore, we see that N'(G) U {0} =
posi(GU ¥59) U{0} = cone(GU ¥40) is the conic hull of GU¥#%. Hence, if 0 ¢ N (G)—if it contained 0 then
this G could be removed by Lemma 6.1—then N (G) = cone(G U #5) \ {0}. The following lemma uses this
connection between the cone and the posi operator to establish a connection between redundancy removal
and MINCONESUBSET.

Lemma 6.10. For any two option sets G,G* € 27, if 0 ¢ N(G), 0 ¢ G* and cone(G U #~) = cone(G*),
then
(i) N(G) =N(G*\ ¥0);
(i) for all w € G* \ ¥ such that cone(G*) # cone(G* \ {u}), we also have that N'(G* \ #59) # N((G* \
V50) \ {u}).

We first prove the following intermediate result.
Lemma 6.11. For any two option sets G, G* € 2”7, if N'(G) = posi(G*), then N(G) = N(G* \ #~0).
Proof. Since N(G* \ %50) = posi((G* \ ¥~0) U ¥59) = posi(G* U o) = N(G*), it suffices to prove that
N(G) = N(G*).

First, we have from the definition of the posi operator that any option in posi(G*) must also be in
posi(G* U ¥50), so N(G) = posi(G*) C posi(G* U ¥50) = N(G*).

So it remains to prove that N (G*) C N (G). By Lemma 5.4, we know that this is equivalent to proving
that G* C M (G). But we have from the definition of the posi operator that G* C posi(G*) = N(G). O
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Proof of Lemma 6.10 For the first part it suffices by Lemma 6.11 to prove that N(G) = posi(G*).
Since 0 ¢ N(G), we know from the main text preceding Lemma 6.10 that N (G) = cone(G U ¥5) \ {0} =
cone(G*) \ {0}. We will now prove that also posi(G*) = cone(G*) \ {0}. From the definitions of the posi
and cone operators it can be seen that it is sufficient to prove that 0 ¢ posi(G*). Assume ex absurdo that
0 € posi(G*). Then there are n € N, v; € G*, and A; > 0 such that 0 = Z?:l Ajvuj. It also follows
from the definition of the cone operator and the assumptions in the statement that G* C cone(G*) =
cone(G U ¥#59) = posi(G U ¥¢) U {0}, which, since 0 ¢ G*, implies that G* C posi(G U ¥¢). So for every
j € {1,..,n} there are m; € N, w;; € GU ¥, and p;; > 0 such that v; = > p;;w;j;. It therefore
follows that 0 = ") Aju; = >0, S (A )wys € posi(G U ¥sg) = N(G), which is a contradiction.
Hence, 0 ¢ posi(G*) and therefore posi(G*) = cone(G*) \ {0} = N(G). It now follows from Lemma 6.11
that N (G) = N(G* \ ¥50).

We prove the second part by contraposition. Assume that N (G*\ ¥5¢) = N((G* \ %0) \ {u}) for some
u € G*\ ¥50. We'll show that then also cone(G*) = cone(G* \ {u}). For the set inclusion cone(G* \ {u}) C
cone(G*), take any w € cone(G* \ {u}), then clearly w € cone(G*) by definition. We will now prove the
other inclusion cone(G*) C cone(G* \ {u}) by first proving some intermediate things related to u.

Since u € G* \ 5.0, it is clear from the definition of the posi operator that

u € posi((G™\ #50) U ¥50) = N(G™ \ ¥50) = N((G™ \ ¥50) \ {u})
= posi(((G*\ 750) \ {u}) U 750)
= posi((G™ \ {u}) U 750).

Therefore, there are n € N, v; € (G*\ {u}) U %50 and A; > 0 such that w = }°7_) Ajv;. Without loss of
generality, there is some k € {0, ...,n} such that v; € G*\ {u} for all j <k and v; € ¥ for all j > k. Then
we have that u = Z?Zl Ajvj + D g1 Ajvj. We have that p == >0, | \ju; is either equal to 0, when
k = n, or belongs to ¥5¢ by the scaling and translation property of >.

If p € #<0, then p clearly belongs to posi(G U #5g) = N(G), by definition op the posi operator, and
therefore also belongs to posi(G*) since we already proved in the first part that posi(G*) = N(G). Since
p € posi(G*) and because we can rearrange and lump terms together, there are then ¢ € N with ¢ > 2,
v >0,y € G*\ {u} and v, > 0 for all » > 2, such that p = vyu + Zf o VrYr, where £ is at least 2 since
u ¢ Y. If p=0, we simply let p = vyu with v; = 0. We always have that 1y < 1, tr1v1ally for p = 0 and,
for p € ¥<0, because otherwise 0 € posi(G*) = N (G) because 0 = Z 1 AU+ (1 — 1)U+ZT 5 VrYr, Which
is not true by assumption. Therefore, in any case, there are £ € N, 1 2 0 with 14 < 1, y. € G* \ {u} and
v, >0 forall r > 2, such that p = I/1u + Eﬁ o Vpyp—if £ = 1, the empty sum in this expression is 0. So, we
have that u = Zk_l =405 + ZT o T5-yr With v,y € G*\{u} for all j € {1,...,k} and r € {2,..., €}

Now, take any w € cone(G*). Then by definition, there are m € N, z; € G* and p; > 0 such that
w = 21:1 1iz;. Assume without loss of generality that z; = w is the only appearance of u—as we can always
reorder the terms in the sum, lump them together or add a term with a zero coefficient—then we have that
w =30 iz = 30 iz —I—Zj 1 fly’l IR D #2229, So, w € cone(G* \ {u}) by definition. [

Now if G U ¥4 were finite, then this result would allow us to implement MINCONESUBSET using redun-
dancy removal, applying it to reduce G U ¥5 to the set G* that appears in Lemma 6.10.

However, G U #5¢ is always infinite because #5¢ is. We resolve this by replacing 75 with the set
{I;: = € X}, where, for every © € X, the standard basis vector I,: X — R maps z to 1 and all other states
in X to 0.

Lemma 6.12. Let the state space X be finite. For any option set G € 2”7, we have that cone(G U #5¢) =
cone(GU{L,: z € X}).

Proof. Take any u € cone(G U #5). Then by definition there are n € N, v; € G U %5 and A; > 0 such
that v = 2?21 Ajv;. Without loss of generality we can assume that there is some m € {0,...,n} such that
v; € G for all j <m and v; € #5 for all j > m. Then we have that u = Z;”:l Ajvj + Z;L:mﬂ Ajvj. So, if
we let p == Z?:m-‘,—l Ajvj, then p maps every x to a nonnegative number p(z) and p = >, p(x)I,. Hence,
u= 377" \jvj + 3 ,ex P(2)L; belongs to cone(G U {I,: x € X}).
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Now take any u € cone(GU{I,: € X'}). Then by definition there are n € N, v; € GU{l,: z € X'} and
Aj > 0such that u = >"7_; A\jv;. Since v; € GU{L,: @ € X} C GUY%y, it follows that u € cone(GUY5). O

For any G € 2 such that 0 ¢ N(G), we can use this result to implement G’ = MINCONESUBSET(G)
as follows: we first apply redundancy removal to find a minimal subset G* of G U {I,: z € X} for which
cone(G*) = cone(G U {I,: z € X'}) and then remove the positive options from G* to obtain G’ = G* \ #5o.
This is always possible because G U {I,: z € X'} is finite. To see why it works, we first observe that, due to
Lemma 6.12, cone(G*) = cone(G U ¥#<¢). Furthermore, since 0 ¢ N'(G), we automatically have that 0 ¢ G*
because G* C GU{L,: z € X} and 0 ¢ G since 0 ¢ N(G). Using Lemma 6.10 (i), this already implies that
N(G) = N(G"). Furthermore, since the minimality of G* implies that cone(G*) # cone(G* \ {u}) for all
u € G*, we know from Lemma 6.10 (ii) that N'(G") # N(G’ \ {u}) for all u € G'. So we see that G’ indeed
satisfies the properties required of MINCONESUBSET(G).

In practice, to find a minimal subset G* of GU{L,: x € X'} such that cone(G*) = cone(GU{L,: = € X'}),
we can for example use the function removevredundancy of the Julia library Polyhedra.jl [19]. Alternatively,
such a minimal subset free of redundant options can also be found by calculating the dual representation, for
example using the Quickhull [14] or the Double Description [15] methods, but the time complexity of these
algorithms scale exponentially with the size of the state space; such methods are therefore usually only used
for 2- and 3-dimensional vector spaces.

To summarise, it is possible to implement MINCONESUBSET directly using ISFEASIBLE, but it is also
possible to use redundancy removal methods from polyhedral theory. In our experiments in Section 7, we will
implement MINCONESUBSET using removevredundancy from Polyhedra.jl, but everything works regardless
of which approach is used.

6.3. Simplifying a generator

Having presented several techniques to simplify a disjunctive generator G, Algorithm 7 now combines
them into a single algorithm. For every G € G, we first check if 0 € A/(G) because if this is the case, we know
from Lemma 6.1 that we can remove it. As we know from Proposition 4.1, this happens if ISFEASIBLE(G, 0)
is true. If this is not the case, we simplify G by replacing it with MINCONESUBSET(G), as allowed by
Proposition 6.7. Finally, we take the maximal elements of the generator with respect to G-ORD, which is
allowed by Corollary 6.4.

Algorithm 7 Simplify a disjunctive generator

Input: finite disjunctive generator G € 2.
Output: finite disjunctive generator G’ for which O(G’") = O(G)

1: function SIMPLIFY(G)

2: G « 0

3: for all G € G do

4: if not ISFEASIBLE(G,0) then > Lemma 6.1
5 | G+ G'U{MINCONESUBSET(G)} > Proposition 6.7
6 G + Max(G’, G-Orp) > Corollary 6.4
7 return G

6.4. From conjunctive generator to disjunctive generator: step by step

Algorithm 7 can be applied to any disjunctive generator, but in particular we will often be interested in
applying it to a generator of the form G(#). The naive way to implement this would be to first create the
generator G(H) and then use Algorithm 7 to simplify it.

This is however not efficient. Since the size of G(H) is exponential in the size of H, the mere act of
saving it in memory would already use a lot of resources (both time and memory). Fortunately though,
there is no need to construct G(H) if all we want is to find a small G such that O(G) = O(G(#)). Instead,
we can construct such a simplified generator G iteratively from #. Let us enumerate the option sets in H as
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Hy,...,H, and, for each k = 0,...,m, let Hy.,, = {H1,..., Hr}. The idea is now to construct a generator Gy,
such that O(Gx) = O(G(H1.x)), for increasing values of k = 1,...,m. For k = m, since Hi.,, = H, we will
then find the set G = G,,, that we are after.

We start from Gy = {0} because O({0}) = O(G(0)) = O(@) = O cf. Footnote 4. Next, for each
k € {1,...,m}, we construct Gy from Gy_y and Hy, in such a way that O(Gx) = O(G(H1.x)). The following
result shows that one way to achieve this is by letting Gy, := {GU{h}: G € Gy_1,h € H}}.

Proposition 6.13. Let H C 2 be a conjunctive generator, G a generator such that O(G) = O(G(H)) and
consider any option set H € Zy. Then

OGHU{HY) =0({GU{h}: GeG he HY}).

Proof. For every G € G and h € H we have that O[G U {h}] = O[G] N Q},. Therefore, we have that

O({GU{h}: GeG.he H})" U Jolcu{ny=J | ©GInon

GegG heH GegG heH

-y (o (ya))
(Yoa)(Ye)

2L 0(g) N O[H] = O(G(H)) N O[H]

O omynom Y () O[HY

H*eHU{H}

O(G(H U {H})). H

(10),(12)

D omu{H})

However, this way of defining G, would simply amount to using Algorithm 4, without any simplifications,
yielding G(H). Fortunately, however, this iterative approach allows us to apply our simplifications to every
intermediate Gi. That is, for every k, we can let G ynsimp = {GU{h}: G € Gx_1,h € Hy} and then simplify
it to obtain Gy = SIMPLIFY(Gj unsimp). Due to Proposition 6.13 and Algorithm 7, we then still have that
O(Gr) = O(Grunsimp) = O(G(Hi:x)). This would however require us to loop twice over all elements of
Gi,unsimp: once to construct it and once to simplify it. We can avoid this by constructing G, directly from
Gr—1 and Hj and doing the simplifications along the way: for every G U {h} that we construct, we should
not include it in Gy ynsimp if we will remove it anyway in the next step using Lemma 6.1, and if we include
it, we might as well already replace it with MINCONESUBSET(G U {h}) if we are going to replace it by that
anyway in the next loop in the simplification of Gy unsimp- We have implemented this in Algorithm 8.

7. Experiments

Having introduced a number of different algorithms, we now proceed to evaluate their performance. In
particular, we will investigate when our algorithms can do the following efficiently: to start from a finite
assessment A C 2 x 2y, construct a generator G such that O(G) = O(G.4) and use this generator to evaluate
the corresponding choice function C9 = C4 for a given option set A € 2 containing options from which
we want to choose. First, since we have provided multiple methods to process and simplify the information
contained in an assessment, we will investigate to see whether these simplifications are actually useful or
whether it is perhaps sometimes faster to skip these preprocessing steps and evaluate C'4 directly. Second,
since a lot of variables determine the speed of the algorithms—for both processing the assessments and
making the decisions—we want to test how the performance changes based on the type of assessment. The
variables that we will focus on are the size of the assessment and the amount of imprecision in the assessment.

25



Algorithm 8 From conjunctive to disjunctive generator, with simplifications

Input: finite conjunctive generator H € 2
Output: finite disjunctive generator G for which O(G) = O(G(H))

1: function CONJUNCTIVETODISJUNCTIVE(H)

2: G+ {0}

3 for all H € H do > Proposition 6.13
4: g* «— @

5: for all G € G do

6 for all h € H do

7 if not ISFEASIBLE(G U {h},0) then > Lemma 6.1
8 G* + G*U {MINCONESUBSET({G U {h}})}

9: > Proposition 6.7
10: G + Max(G*, G-OrD) > Corollary 6.4
11: return G

Since an assessment A that is not consistent gives rise to an uninteresting operator C 4—in that case, as
we know from Proposition 2.4, C4(A) = 0 for all A € 2—we will focus on the case where A is consistent.

In our first two experiments, we will investigate how fast the number of option sets in the generator G
grows as the size of the assessment increases, for different types of assessments. The first experiment focusses
on the type of decision rule that is used to generate the assessments, whereas the second focusses on the
amount of imprecision. The reason this is of interest is that for large G, evaluating the natural extension C'9
with Algorithm 2 will require many evaluations of ISFEASIBLE, each of which requires solving a linear
program. Finally, in our third set of experiments, we will measure the actual time it takes to preprocess and
then evaluate a choice function.

7.1. Set-up of the experiments

To test the algorithms, we will start from consistent assessments. To get such consistent assessments,
we will consider a coherent choice function C' and a sequence of random option sets A1, ..., A € 2, and use
these to define the assessment as

A(C, Ar, o AL) = {(C(Ag), A\ C(Ag): £ € {1,..., L},

We will also use the shorthand notation A := A(C, 4y, ..., Ap) if the choice function and option sets are clear
from the context. To study the effect of the size of the assessment, we will often increase the size of the
assessments one by one. To that end, for all £ € {1,..., L}, we let

Av = A(C, Ar, oy Ag) = {(C(AR), Ax \ C(AR)): k € {1,..., 00},

with then A;.;, = A. Since our assessments come in the form of partial information about a coherent choice
function, they can trivially be extended to a coherent choice function and are therefore indeed consistent.
The natural extension of such an assessment will then be a conservative approximation of the choice function
C that is used to construct the assessment, where the approximation becomes less conservative—since it is
based on more information—as ¢ increases.

The coherent choice functions that we will use to construct our assessments are instances of Cg, as
introduced in Section 2.1, where £ consists of a finite number of lower expectations E each of which
is characterised by a finite number of extreme probability mass functions. If pi,...,p, are the extreme
probability mass functions of one such E, then as we explained in Section 2.1, we can easily compute
E(u) = mingeqi,. 0} D opex Pr(z)u(x) for every u € #. This implies that

Ce(A)={uecA: BE€ &)(Wv e AE(w —u) <0 and u £ v}
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can be efficiently evaluated as well, for every A € 2, enabling us to create the aforementioned consistent
assessments.
We will do this for four different types of &£’s:

1. the linear case, where £ = {E} contains one single linear expectation; we will also use the notation
Ciin = C{E} and associate it with the colour ;

2. maximality, where £ = {E} contains one single lower expectation; we will also use the notation Cpax =
C(g) and associate it with the colour magenta M;

3. E-admissibility, where £ = {E;, E2, E3} contains three linear expectations; we will also use the notation
Cadm = C{E, E,,E,;} and associate it with the colour blue H;

4. another viable imprecise coherent choice function, where & = {E;,E,, E;} contains three lower ex-
pectation; we will also use the notation Cimp = C{EPEQ,Eg} and associate it with the colour indigo
m

To generate the (lower) expectations that make up these £’s, we use Algorithm 2 in [21], which works by
randomly generating a finite number of probability mass function by means of Algorithm 1 in [21]. The
parameters to be set for this algorithm are the state space (4-dimensional in our case) and the number of
probability mass functions for each lower expectation (we use 4). We also take L = 30 and generate option
sets Aq, ..., Ay that contain a number of options between 2 and 8. The number of options in these option
sets is drawn uniformly random from {2, 3, ...,8}. The options themselves are drawn uniformly random from
the unit cube [0, 1]*. Note that this choice of domain is not restrictive, as any option set can be rescaled and
shifted by the same vector to an option set with options inside the unit cube while still carrying the same
information. This is because Axioms <5 and <3 gives us that w < v if and only if Aw + u < Aw + u for any
<€ 0, u,v,w € ¥ and A > 0. So if we use the notation AA+u := {Aa+u: a € A} forany A € Dy, u € ¥ and
A > 0, then we have for a given assessment 4 and rescaled assessment A" = {(AV +u, \W +u): (V,W) € A}
that, for any <€ Q,

VV,W) e A)(Vw e W)(Fv e V)w < v
s VIV, W)e AVw e W)(Fv e V)Aw+u < Ao +u
s (VW) e A)Vuw e W) (T € VHiw' <.

Therefore, by Proposition 3.4, O(A) = O(A’), implying that the consistency and natural extension of A is
the same as that of A’.

For each of the consistent assessments A;., that are constructed in this way, we will evaluate its natural
extension with Algorithm 2, using 3 different methods to obtain a disjunctive generator G:

1. the straightforward way of constructing the conjunctive generator Hy from A;., using Algorithm 3 and
then constructing Gy = G(Hx ) whenever necessary using Algorithm 4, without saving it in memory;
the results are depicted by X in our plots further on,

2. the intermediate method of constructing a conjunctive generator H from A;., using Algorithm 6 and
then constructing Ga = G(H ) whenever necessary using Algorithm 4, without saving it in memory;
depicted by 2,

3. the full simplification method of constructing a conjunctive generator Hp = Ha from A, using
Algorithm 6 and then constructing G using Algorithm 8 and saving it in memory; depicted by U.

For the first two methods, we take the assessment A;., and construct the corresponding conjunctive generator
Hy« and Ha. The size of the corresponding disjunctive generators, i.e. the number of option sets in these
generators, can then be calculated using the formula |G| = [];cq [H], at least if —as we do—we do not
check for duplicates and store these sets as arrays. To evaluate the choice functions C9% and CY94 using

27



{E} (lin.) {E} (max.) {Ej,Ey Eg} (E-adm.) {E,,Ey Ey} (imp.)
1.000 2.142 1.744 2.780

Table 1: The average size of Vy = Ce(Ay) in the pairs (Vz, W) € A, averaged over all pairs and all assessments for different .

Algorithm 2, we loop over the respective generators Gy and Ga without ever fully saving them in memory.
As soon as an option set in the generator has been checked in Algorithm 2, we can forget about it. For the
third method, we explicitly construct the disjunctive generator Go and save it in memory, before running
Algorithm 2, because we need the full generator anyway in Algorithm 8.

As for the software we used: as programming language we used Julia, and for the linear programs we
used the CPLEX solver.

7.2. Varying the ‘real’ model and size of the assessment

We start by studying the size of the constructed disjunctive generator as a function of the number ¢ of
pairs in the assessment A;.p. The results are depicted in Figure 1. We consider 7 random assessments Aj.y,
and depict the average size of the generator over these assessments. As explained in Section 7.1, for the
first two methods, the size of the generators can easily be obtained from the conjunctive generators using
the formula |G| = ]y |H|, whereas for the third method we explicitly construct the generator Gg to
determine its size.

In the linear case with a choice function Cl;y, we found that every option set Cli, (A ) in the assessment was
a singleton and the conjunctive generators Hyx and H were therefore just collections of singletons, resulting
in generators G«, Ga and G consisting of only a single option set. In the other cases—for Clhax, Caam and
Cimp—the option sets in H were not singletons any more. In these cases, we do however see comparable
evolutions in all curves. As can be seen, for the first two methods (depicted by respectively X and £) the
size of G grows exponentially, but the reduction of each subsequent simplification is considerable.

To compare the different £’s we have Figure 2, where we split the graphs according to the simplification
method instead. The slope for the first method, depicted by X, seems to be slightly lower for Cyqn, than for
Ciax and Cimp. Looking at Table 1, the explanation for this is that V' is smaller in that case on average.
So in our experiments, more is rejected by E-admissibility with three randomly chosen mass functions than
by maximality with a single lower expectation that is derived from four randomly chosen mass functions. It
is however peculiar that the evolutions of Ci,ax and Cimp are so close to each other. This seems to indicate
that the lower number of rejections of Cjyp—which means less option sets in the conjunctive generator—
compensates for the higher number of options in each option set in the conjunctive generator.

Examining the simplifications of the third method, depicted by the squares () in Figure 2, we see that
the number of option sets in the simplified generator (Go) is always relatively small. Figure 3 depicts the
average size of G over 7 experiments as a function of the length of the assessment for each of the four
generating choice functions. In this figure we also extend the range to ¢ = 30 pairs of option sets. There
we see that for Ciy,p this seems to increase relatively rapidly while for Chgm and Chax it seems to stabilise.
For Cimp, in the worst case of the 7 experiments G contains a maximum of 45 714 option sets, which was
for the full assessment of length 30, and in the best case it contains a maximum of 4 925 option sets, again
for the full assessment, which is still a lot higher than for the other £’s. For the other £’s the size of G
stabilises and eventually even starts to decrease with increasing /.

7.8. Varying the levels of imprecision

In the second experiment we look at e-contaminations. These are lower expectations that are mixtures of
a precise expectation with the so-called ‘vacuous expectation’, which we then use to choose with maximality.
For any linear expectation E and an € € [0, 1], we can make an e-contamination with the vacuous model as
for example described in [9, Section 4.7.3|, which leads to the corresponding lower expectation

E: 7V - R:uw— (1—¢€)E(u)+ eminu.
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Figure 1: Comparison of the number of option sets in the disjunctive generator of an assessment A;., of size £ (horizontal axis),
each pair (V,W) € Aj.¢ containing between two and eight options in total, using the first method (x), the second method (2)
or the third method (). The results are the average of 7 individual experiments and plot with logarithmic vertical axes.
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Figure 2: Comparison of the number of option sets in the disjunctive generator of an assessment A;., of size £ (horizontal axis),
each pair (V,W) € Ay, containing between two and eight options in total, and constructed using Cl, (@), Cmax (-@-),
Cadm (-@-) or Cimp (—@-). The results are the average of 7 individual experiments and plot with logarithmic vertical axes.
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Figure 3: Comparison of the number of option sets in the simplified disjunctive generator G of an assessment A;.p of size
¢ (horizontal axis), each pair (V,W) € Aj;.p containing between two and eight options in total, and constructed using Ciip,
(), Cmax (--8--), Caam (—8-) and Cimp (—€F-). The results are the average of 7 individual experiments and shown in a
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It is not difficult to see that the extreme probability mass functions of E are {(1 —€)p + €l,: € X'}, where
I,: X — R is the standard basis vector that is 0 everywhere except in x where it is equal to 1. Since we
choose with maximality, the corresponding choice function Chax = C{Eé} is given by

Cmax(A4) = Crgey(4)
={ucA: (Ve A)E(v—u) <0and u £ v}
={ucA: (VWwed—-u)E(w)<0and 0 £ v}
={ueA: (WweAd—u)(l-—€FE(w)+eminv <0 and 0 £ v}
={ued: (WweAd—u)[(1-¢FE(v) < —eminv and 0 £ v]}

for every A € 2 and ¢ € [0,1]. Intuitively € can be seen as an indication of the amount of imprecision in
the choice function. We see that for ¢ = 0 we have a precise choice function Cj;,, and for € = 1 we have the
vacuous choice function® O because then the first condition 0 < —min v is implied by the second condition
0 £ v. In between this € induces a continuous transformation between the two.

We are interested in the effect of imprecision, quantified by €, on the size of the disjunctive generator.
To investigate this, we repeat the following sub-experiment 100 times and take the average of the number
of option sets in the resulting generators. First we generate one probability mass function p and an array of
10 option sets Ay, ..., A1g. Then we loop over € from 0.03 to 0.99 in steps of 0.03. For each € we created the
assessment A(Cygey, A1, ..., A10). Next, we determine the size of the disjunctive generators G.,Ga and Gp
that are constructed by each of our three methods, respectively. For the first two methods we can still use
|G| = [y |H| to determine the size of the generator without actually constructing it in memory. For the
third method we need to construct the disjunctive generator explicitly to determine its size.

In Figure 4, we have plotted the number of option sets in G, Ga and G on the vertical axis as a function
of € on the horizontal axis. The number of option sets in the generators starts low for all three methods,
because in the precise case most options are rejected and therefore every |H| in the product |G| = ] o4 [H]|
is small. But when we increase the imprecision, fewer and fewer options are rejected and the number of
option sets in the generator G, starts to increase. It seems that adding imprecision makes things worse, but
that this trend does not keep going. Rejecting fewer options also means that the number of option sets in H x
decreases. At some point the low number of option sets in Hy outweighs the fact that the number of options
in these option sets increases, and then |G| decreases. The generator Ga starts out similar to Gy but differs
more from it as imprecision increases. The reason is that as imprecision increases, the rejections become
less and less informative. For example, it becomes more likely that an option that is rejected, is rejected
because of the ordering < in which case this option set will be removed from the conjunctive generator Ha
by Lemma 5.1 in Algorithm 6 but not from H . The generator G follows a similar trend as Ga, but it is
smaller because there is more simplification, and it is also smoother.

7.4. Time benchmarking: creation vs. evaluation
In our final experiment, we focus on the actual time it takes to run the algorithms, rather than the size
of the generators. We measured two things:

1. the time it takes to ‘construct’ a disjunctive generator for an assessment of a given size for each of the
three methods; for the first two methods we mean with ‘construct’ that we find Hy and Ha—since
G« and Ga are constructed on the fly without storing them in memory—while for the last method we
mean that we find G,

2. the time to evaluate the natural extension of a given option set, again for a given size of assessment,
using Algorithm 2 with either Gy, Ga or Go. For the first two methods this time also includes the
time to construct the generator sets on the fly.

The timings are done using the BenchmarkTools Julia package. Everything else is the same as in Section 7.2.

9For a given option set A € 2, this choice function only rejects an option u € A if it is dominated by some other v € A in
the sense that u < v.
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In Figure 5, we plot the time in seconds to construct the generator G for a given assessment, using
our three different methods. We consider the average over 7 different assessments. We see that the first
method (%) is always the fastest. This is because it corresponds to simple subtractions of vectors without
additional checks. At the same time the second method seems to be very close to the first method. For
the third method, it seems to take much longer to construct the generator than for the other two methods,
for example for Cip,, for an assessment containing 15 pairs of option sets, each containing between two and
eight options per pair, it took on average 31 minutes and 36 seconds. This is because, compared to the
second method, for the third method we have to construct Gg from Ha (in memory) while also doing the
simplifications that make the difference between Ga and Go. For the third method, we also plotted error
bars for the minimum and maximum time, but not for the others because they are already very close to
each other and the error bars were also very small. From the error bars it can be seen that there is also a
large spread in how long it takes to construct the generator G, except for Clin. For Cinp a large jump can
be seen in the number of option sets in the average of G, but this is due to a large jump in the maximum
value, as the minimum value does not jump up until later.

In Figure 6, we plot the time to choose from a single option set; that is, to evaluate the natural extension
C4,., for a single option set with Algorithm 2, using either G, Ga or Go. The points in the figure are
an average over the same 7 assessments Ap.;, that we have used in Section 7.2. Additionally, for each
assessment Aj.r,, we also generated 7 random options sets to choose from, each containing between 2 and 8
options. So if the assessments are A} ;, ..., A].;, we have option sets B, ..., B corresponding to Al ; up to
BY, ..., BY corresponding to A! ;. Every point on Figure 6 is the average of the time to calculate OA{:E(BZ)
over k € {1,...,7} and r € {1, ..., 7}, for every £, using one of our three methods. The number of options in
every option set was chosen uniformly random from {2, ..., 8}, and the options themselves are again generated
uniformly random from [0,1]*. We see in Figure 6 that our simplifications indeed work, in the sense that
more simplifications result in smaller choosing times. This is what we expected, as a smaller generator will
lead to a faster loop over the generator in Algorithm 2.

Next, in Figure 7, we plot the sum of the time it takes to construct the generator and the time it takes
to use this generator to evaluate the natural extension using Algorithm 2. For this plot the data points stop
when the calculations take more than 50 minutes on average. This in fact already occurred in Figure 6, but
is not visible there because we only plot up to 100 seconds there. For all methods, we see that it is initially
faster to use the second method but that the third method eventually becomes faster for larger assessments.
How fast this happens depends on the type of assessment, and we see that for Cp.x and Cyqy it happens
faster than for Chiy, and Cimp. For Cinp, it may seem as if the third method is never better, but this is
not the case because from ¢ = 13 onwards, the results of the second method are not displayed because the
calculations took too long; so for these higher values of ¢, the third method is again better.

Figure 7 only considers the time for making one choice though. If we evaluate the natural extension
for several option sets, for the same assessment, then there will come a point where the fact that the
time investment .. o for the preprocessing of the third method is higher than to the time t,.. A for the
preprocessing of the second method is compensated by the fact that the time {¢hoose,0 to evaluate the
natural extension for the third method is lower than the time f¢hoose,A to evaluate the natural extension for
the second method. The number of evaluations n at which the total times for both methods break even is
the smallest n such that ¢,.c 0 + Nlchoose,d < tpre,A + Mchoose, A+ I tehoose,A > tehoose,0—Which is true in all

our experiments—solving for n gives
tpre,El - tpre,A

n > .
o tchoose,A - tchoose,D

We plot the right-hand side of this inequality in Figure 8 for the two most interesting cases: Chin and Cimp.
The main conclusion is that even for small assessments, the third method is still faster than the second
method, provided that the number n of option sets that we need to evaluate is high enough. For Cy;, we
found the highest break-even point for £ = 9, for which the third method is faster if we need to evaluate the
natural extension for at least 21 option sets. For Ciy,p, we found that the highest value was for £ = 7, for
which we would need to evaluate at least 70 option sets before the third method becomes faster.
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Figure 6: Time in seconds to evaluate the natural extension for a single option set using Gy, Ga or G, as a function of the
number £ of pairs (V, W) in the assessment. The vertical axis is logarithmic, and the experiments are averaged over 7 separate
experiments and 7 option sets to choose from per experiment.
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Figure 7: Total time in seconds to ‘construct’ a Gx, Ga or G and subsequently use it to evaluate the natural extension for
a single option set, as a function of the number ¢ of pairs (V,W) in the assessment. The vertical axis is logarithmic, the
experiments are averaged over 7 separate experiments (with for each experiment 7 option sets to choose from) and the lines for
each method stop when the average was over 50 minutes.

o
20 ; .
° 60 - B
- o
15 .
: 40 |- g
~ o
< 101 5 | N
o o o
o
51 i 20 | . J
o . . )
0r © 0 @900 4 0 o
| | | | | | | | | | | | | | | |
0 2 4 6 8 10 12 14 16 0 2 4 6 8 10 12
l 14
(a) Ciin (b) Cimp

Figure 8: The vertical axis depicts for how many option sets with (between 2 and 8 options each) you would have to evaluate
the natural extension before it is better to use the third method rather than the second method for Cy;, and Cipp. For Cimp
the plot only goes up to £ = 12 because for higher ¢ it took too long to evaluate the natural extension using the second method.
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8. Conclusion and future work

The main conclusion of this work is that choice functions provide a principled viable framework for
inferring new decisions from previous ones. The two key concepts that we introduced to achieve this were
consistency and natural extension. The former allows one to check if there is at least one preference order that
is compatible with an assessment, while the latter allows one to infer new choices based on the assessment
by considering all compatible orders. From a practical point of view, our main contributions are algorithms
that are able to execute these tasks. We have also developed effective methods to simplify the information
in the assessment, while still retaining all decisive power. To demonstrate the performance when including
these simplifications, we carried out experiments that measure the space and time efficiency under various
scenarios. Our results show that our simplifications allow for larger assessments to be dealt with, and this
for various levels of imprecision. Related to this, we saw that the third method—which implements all the
simplifications—outperforms the other two methods in terms of efficiency for larger assessments. For smaller
assessments, the second method is the most efficient, unless one has to evaluate the natural extension for
multiple option sets, in which case the third method eventually becomes faster. A particularly intriguing
observation was that for assessments that are generated with maximality or E-admissibility, the generator
of the third method even seemed to stabilise, as seen in Figure 3. This is intriguing because it could mean
that it is converging towards the ‘real’ model—the model that we used to make the assessment—through
simple approximate models. It would be interesting to investigate further if this trend continues for even
larger assessments, and explain why it happens.

Future work could also add onto Section 5 by trying to obtain a ‘simplest’ generator for any given
assessment, or showing that our methods already achieves this. Also, how often and in what order one
has to apply the simplifications can still be optimised. Approaches in between method 2 and 3 could for
example be considered. Another direction could be to analyse how efficiency scales with other parameters,
both theoretically and experimentally. This includes the size of the option sets in the assessment, the
dimension of the vector space ¥ and the size of the option set A for which we want to evaluate the natural
extension. One could also consider alternative forms of assessments, such as bounds on probabilities, bounds
on expectations and preference statements, and show how they can be made to fit in our choice functions
framework. Finally, it would be nice to evaluate how our methods perform when applied to real-life decision
problems.
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Appendix A. Equivalence of axioms

In this appendix we prove the equivalence of our characterisation of coherence and the axiomatic charac-
terisation of De Bock and De Cooman [3]. In particular, with R% := {(\,v) € R?: (\,v) > 0}, we consider
the following axioms for a rejection function R: 2 — 2: forall A,B € 2, u € Aand (A1, A\2): AxB — R2:

Ro. u € R(A) if and only if 0 € R(A — u);
Ri. R(A) # A;
Rsy. if w > 0 then 0 € R({0,u});
Rs. if 0 € R(AU{0}) and 0 € R(B U {0}) then
0€ R{M(v,w)v + Aa(v,w)w: v € A,w € ByU{0});

Ry. if A C B then R(A) C R(B).
Our main result is then the following.

Theorem A.1. A choice function C: 2 — 2 is coherent if and only if its corresponding rejection function
R¢ satisfies Ro—Ry4.

A subtle point is that these are not exactly the axioms used by De Bock and De Cooman [3], as they
also add @ to the domain of their choice and rejection functions. We will however see that this is a mere
technicality with no substantial effect.

To be able to use the results of De Bock and De Cooman [3]| in our proof for Theorem A.1, we too
will consider choice and rejection functions whose domain includes () and call it them extended chozce and
rejection functions: a map C: 2y — 2y is called an extended choice function if it satisfies C(A) C A for
all A € 2. With any such extended choice function C we also associate a corresponding extended rejection
function IA%O: 2y — 2y, defined by ]A{C(A) = A\ C(A) for all A € 2. Since we must have that C(0) C 0,
we always have that C(§)) = § and R()) = 0, which makes this part of the domain uninteresting.

With any choice function C: 2 — 2 we associate the extended choice function

C(A) if A#D,

0 if A=20. (A1)

O:Q@%Q@:AI—){

This link between extended choice functions and choice functions is bijective because C (0) = 0 for every
extended choice function C. For any extended rejection function R: 2y — 2y, De Bock and De Cooman
[3] consider the following axioms: for all A, B € 2y, u € A and (A1, A2): Ax B —R2:

Ro. u € R(A) if and only if 0 € R(A — u);
Ri. R(0) =0 and if A # () then R(A) # A;
Ry. if u > 0 then 0 € R({0,u});
Rs. if 0 € R(AU{0}) and 0 € R(BU{0}) then
0 € R({\i(v,w)v + Aa(v,w)w: v € A,w € BYU{0});

Ry. if A C B then R(A) C R(B).

T hese axioms are very similar to Rg—Ry4; the only difference is that they are also imposed for A = () and/or

= 0, and that R; adds the condition R()) = 0. Due to this similarity, it should not come as a surprise
that imposing Ro-R4 on the rejection function R¢ that corresponds to a choice function C' is equivalent to
imposing Ro —R4 on the extended rejection function R that corresponds to its extension C.
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Lemma A.2. For any choice function C: 2 — 2 and k € {0,1,...,4} we have that Rc satisfies Ry, if and
only if Rc satisfies Ry,.

Proof. Tt follows immediately from the definitions that for any A € 2, Rc(A) = RC (A). Therefore, the
implication to the left is immediate. So now we prove that when at least one of A and B are empty, the
axioms still hold true. For k =0, Ro is trivially true for A = () as there are no u € A then. For k = 1 R1
is true because R =(0) = 0 by definition. k = 2 is unrelated to A and B, so trivially true. For k = 3, Rs is

true because if A and/or B are empty, then we have 0 € R =({0}) from the antecedent and this is also the

implication. Finally, for k = 4, R, is true because the case where A = () C B, for any B € 2y, implies that
R&(A) = 0 C R(B) and the case where B = () but A # 0 is impossible. O

Similarly to how we associated a choice function Co with any set of preference orders O in Equation (1),
we can also associate an extended choice function Cp with such a set O, by letting

Co(A)={uec A: 3<cO)Va e Au £a} forall Aec 2. (A.2)
We call an extended choice function coherent if and only if it is of this form, with O non-empty.

Definition A.3. An extended choice function C is coherent if and only if there is a non-empty set of
preference orders O@ C O such that C' = Co.

Lemma A.4. A choice function C' is coherent if and only if C' is coherent.

Proof. The implication to the left is immediate as the definition of coherence is the same for both and C
has a smaller domain than C. For the implication to the right, assume that C is coherent. By definition
of coherence, there is a set of preference orders O such that C = C». Then for all A € 2 we have
C(A) = C(A) = Co(A) = Co(A). For A =0 we also have trivially that Co(0) = 0 = C(0). O

Before we get to the proof of Theorem A.1, we now first use the results of De Bock and De Cooman |[3]
to establish a similar result for extended choice functions.

Proposition A.5. An extended choice function C': 2y — 2y is coherent if and only if its corresponding
extended rejection function RC satisfies Ro-Ry.

Our proof makes use of the following technical lemmata.
Lemma A.6. Consider any set of preference orders @ C Q. Then for all A € 2, 0 € RC‘@ (A—u) s ue
R, (A).
Proof. u € Réo (A) is by definition equivalent to (V <€ O)(3a € A)u < a. This is by Axiom <5 equivalent
to (V <€ 0)(Jv € A —u)0 < v, which is equivalent to 0 € Ry (A — u). O

Lemma A.7. Consider an extended rejection function R: 2y — 2y that satisfies Ro and let K = {4 e
2y:0€ R(AU{0})}. Then

(Vue¥)VAe 2p)ue RAU{u}) & A—uckK. (A.3)

Proof. A—u € K is equivalent to 0 € R((A—u)U{0}) = R((AU {u}) — u). By Ry this is equivalent to
u € R(AU {u}). O
Proof of Proposition A.5 First we prove the implication to the right. Consider any non-empty set
O C O. We need to prove that Rp = satisfies Ro to Ry4. Axiom Ry follows immediately from Lemma A.6.
Since R@O (0) = 0 follows from Definition (A.2) and, for any A € 2, we have RC‘O (A) = A\Co(A), R, follows

immediately from Proposition 2.4. Ry follows immediately from Axiom <, and Definition (A.2). For Rs, take
any <€ O. From Definition (A.2) and Axiom =, we know that there are a € A such that 0 < a and b € B
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such that 0 < b. Without loss of generality, assume that A;(a,b) > 0. By Axiom <3, we have 0 < Ai(a,b)a
and either A\y(a,b)b =0 or 0 < A2(a, b)b. In the former case we find that 0 < Aj(a,b)a = A (a,b)a+ Aa(a, b)b.
In the latter case, it follows from Axiom <5 that Aj(a,b)a < Ai(a,b)a + A2(a,b)b and therefore, since
0 < Ai(a,b)a, from Axiom =<; that 0 < Aj(a,b)a + A2(a,b)b. Hence, in both cases, this implies that
0 < Ai(a,b)a+ A2(a,b)b. Since A1 (a,b)a+ A2(a,b)b € { (v, w)v+Aa(v,w)w: v € A,w € B}U{0} and <€ O
was arbitrary, it therefore follows from Definition (A.2) that

0e R@o({)\l(v,w)v + X(v,w)w: v e A w e B} U{0}).

For Ry, ifu € RC‘@ (A), then for all <€ O there is some a € A C B such that u < a, whence also u € RC‘@ (B).

Next we prove the implication to the left making heavy use of the results in [3]. In Ref. [3], the main
tool are so-called ‘coherent sets of desirable option sets’ K C 2, where coherence is characterised through a
number of axioms [3, Definition 2| that are not important for our purposes. Since RC‘ satisfies Ro, we know
from Lemma A.7 that K :={A € 24:0 ¢ Ré (AU {0})} satisfies Equation (A.3). Since Eé satisfies Ro-Ru,
it therefore follows from [3, Proposition 4] that K is a ‘coherent set of desirable option sets’. Therefore, it
follows from [3, Theorem 9] that there is a non-empty set 2 C G of coherent sets of desirable options such
that

K= (1{A€2: ANG #0}.
Ge2

Let O = {<¢g: G € 2} and recall from Lemma 2.3 that this is a set of preference orders, which is furthermore
non-empty because Z is. Observe also that, for all G € 2,

{A e 2y: AﬂG#@} ={A € 2y: (Ja€ A)0 <¢ a}
by definition of <. We then see that

K= [1{A€2: (3ac A)0=ga}
Ge9
={Ae€ 2y: (VG € Z)(Fa € A)0 <¢ a}
={Aec2y: (V<€0)(Jac A0 <a}
={Aec Yy: (v<e 0)(Fa € AU{0})0 < a}
oA

u{0h)},

where the second to last equality follows from Axiom <q and the last from Equation (A.2). By the definition
of K, this implies that for any A € 2y, 0 € Rz(A U {0}) if and only if 0 € R (AU {0}). Now, by Ry, the
previous observation and Lemma A.6 we have for any A € 2 and u € A that

Z{AGQ@:

u€ Ra(A) = 0¢€ RG(A—U) =0€e ]%C((A—u) u{0})
S0l (A—u)U{0}) ©0e Ry (A—u) & ue Re (A),
since 0 € A —u = (A — u) U{0}. Therefore, Ré = I% . O

Proof of Theorem A.1 By Lemma A .4, we have that coherence of C is equivalent to coherence of C. By
Proposition A.5, this is equivalent to R satisfying Ro-Ru. Finally, by Lemma A.2, this is equivalent to R¢
satisfying Ro—Ry4. O
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