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Small-world organization is known to be a robust and consistent network architecture, and is a hallmark of
the structurally and functionally connected human brain. However, it remains unknown if the same
organization is present in directed influence brain networks whose connectivity is inferred by the transfer of
information from one node to another. Here, we aimed to reveal the network architecture of the directed
influence brain network using multivariate Granger causality analysis and graph theory on resting-state fMRI
recordings. We found that some regions acted as pivotal hubs, either being influenced by or influencing other
regions, and thus could be considered as information convergence regions. In addition, we observed that an
exponentially truncated power law fits the topological distribution for the degree of total incoming and
outgoing connectivity. Furthermore, we also found that this directed network has a modular structure. More
importantly, according to our data, we suggest that the human brain directed influence network could have a
prominent small-world topological property.

© 2010 Elsevier Inc. All rights reserved.

Introduction

Exploring long-range interactions between neuronal assemblies at
different temporal and spatial scales is an important issue inhumanbrain
research. The human brain is a complex network, which has been
characterized by spatially interconnected regions with organization in
specific connectivity patterns (Bullmore and Sporns, 2009;He and Evans,
2010; Honey et al., 2009; Ioannides, 2007; Sporns et al., 2004; Stam and
Reijneveld, 2007; van den Heuvel and Hulshoff Pol, 2010; Wang et al.,
2010). Connectivity patterns in the brain can be described using two
major approaches. One is structural connectivity that typically corre-
sponds to white matter tracts within brain (Gong et al., 2009; Hagmann
et al., 2008; Sporns et al., 2000b,a). The other is functional connectivity
that includes temporal correlations between even remote brain regions
(Biswal et al., 1995; Friston, 1994). In the last years, the definition of
functional connectivity has been extended considering transfer of
information such as directly causal interactions from one brain region
to another: several authors refer to this extension as effective

connectivity (Friston, 1994; Rubinov and Sporns, 2010). It is worth to
stress that the connectivity matrix for the effective connectivity network
is not symmetric; for this reason this network is also referred to as
directed influence network. Small-world architectures have beenwidely
investigated in many empirical studies of structural and functional brain
networks (Bassett and Bullmore, 2006; Bullmore and Sporns, 2009;
Honey et al., 2009, 2010; Sporns and Honey, 2006). Networks with a
small-world organization have a clustering coefficient that is higher than
the clustering coefficient of a randomly organized network with
equivalent parameters, but still have a short path length as it is found
in random networks (Watts and Strogatz, 1998). The clustering
coefficient of a network describes the connectedness of direct neighbors
around individual nodes, reflecting the extent of the local density of the
network. Small-world topology is generally associated with global and
local parallel information processing, sparse connectivity between nodes
and low wiring costs (Bassett and Bullmore, 2006).

Small-world attributes have been found in brain structural networks
in animal models, in which connectivity can range over multiple spatial
scales, from local circuits to large-scale networks of inter-regional
pathways (Sporns et al., 2000a, 2004, 2007; Sporns and Kotter, 2004).
Moreover, recent progress has beenmade inmapping the structural and/
or anatomical networks of the human brain (Sporns et al., 2005), which
supports the view that humanbrain anatomical networksmanifest small-
world attributes, such as cerebral cortical thickness analysis (He et al.,
2007), diffusion tensor imaging (DTI) (Gong et al., 2009; Iturria-Medina et
al., 2007) and diffusion spectrum imaging (DSI) (Hagmann et al., 2008).
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Small-world attributes have not only been observed in brain
structural networks, but have been extended to studies of functional
connectivity network based on fMRI blood oxygen level-dependent
(BOLD) signals. Most resting-state fMRI studies, based on graph
theory, have focused on inter-regional functional connectivity at both
regional level (Achard et al., 2006; Achard and Bullmore, 2007;
Salvador et al., 2005;Wang et al., 2009) and voxel level (Hayasaka and
Laurienti, 2010; van den Heuvel et al., 2008), suggesting that the
functionally connected human brain has a small-world topology.
Additionally, another fMRI study engaged in simple motor and
auditory tasks reported small-world attributes of functional networks
derived from a set of activated regions and, furthermore, suggested a
scale-free degree distribution in brain functional networks (Chialvo,
2004; Eguiluz et al., 2005). Scale-free networks are characterized by a
power law distribution and by the presence of a small number of
highly connected nodes that ensure a high level of global connectivity
(Barabasi and Albert, 1999; Barabasi and Bonabeau, 2003).

Activity in a brain region can directly or indirectly exert influence
on the activity of another brain region (see for example Friston, 1994;
Friston, 2009). The network of these influences constitutes the
effective connectivity in the brain. Granger causality analysis
(Granger, 1969) is an operative approach that measures the causal
influence and the flow of information, and can be used to extract
information about the dynamics and directionality of fMRI BOLD
signal in cortical circuits typically engaged in cognitive and perceptive
processing (Chen et al., 2009; Gao et al., 2008; Goebel et al., 2003;
Kayser et al., 2009; Liao et al., 2009; Roebroeck et al., 2005; Seth, 2005;
Sridharan et al., 2008; Zhou et al., 2009). This analysis has been also
applied to resting-state fMRI studies, revealing the causal influences
among resting-state networks (RSNs) (Liao et al., 2010; Sridharan
et al., 2008; Stevens et al., 2009; Uddin et al., 2009), and among brain
regions within the default mode network (DMN) (Jiao et al., 2010),
and even among cortico-limbic regions (Hamilton et al., 2010).
However, it remains unknown what the architecture of the directed
influence brain networkmight be andwhether it displays small-world
characteristics (Bullmore and Sporns, 2009; Ioannides, 2007; Sporns
et al., 2004).

In the present study, we aimed to demonstrate that the network
architecture is related to the directed influence brain network
between cortical and subcortical regions in the brain. In this regard,
the directed influences were estimated by calculating multivariate
Granger causal analysis (GCA) (Geweke, 1984) between the time
series of each pair of brain regions. The resulting Granger influence
matrices were thresholded to generate a set of binary directed graphs.
Topological parameters, degree of a given node, clustering coefficient,
shortest path lengths, betweenness centrality, network modularity
and small-world properties were evaluated for these graphs.

Methods and materials

Subjects

Fifty-two (26 females, age range: 19–32 yrs, mean age: 23.1 yrs)
right-handed healthy subjects participated in this study. All subjects
did not have history of psychiatric disorder or neurological illness. The
present study was approved by the local Medical Ethics Committee at
Jinling Hospital, Nanjing University School of Medicine, and informed
written consent was obtained from all subjects.

Data acquisition

Experiments were performed on a SIEMENS Trio 3 T scanner
(Erlangen, German) located at Jinling Hospital, Nanjing, China. Foam
padding was used to minimize head motion for all subjects. For the
resting-state scans, subjects were instructed simply to rest with their
eyes closed, not to think of anything in particular, and not to fall asleep.

Functional images were acquired using a single-shot, gradient-recalled
echo planar imaging (EPI) sequence (TR=1000ms, TE=30ms and flip
angle=90°). Sixteen transverse slices (FOV=24 cm, in-plane
matrix=64×64, slice thickness=6 mm, without gap), aligned along
the anterior commissure–posterior commissure (AC–PC) line, were
acquired. For each subject, a total of 505 volumeswere acquired and the
first five volumes were discarded to ensure steady-state longitudinal
magnetization. Subsequently, for spatial normalization and localization,
a set of high-resolution T1-weighted anatomical images were acquired
in the axial orientation using a 3D spoiled gradient-recalled (SPGR)
sequence (TR=2300 ms, TE=2.98 ms, flip angle=9°, matrix
size=512×512×156 and voxel size=0.5×0.5×1.2 mm3) on each
subject.

Data preprocessing

Data preprocessing was carried out using the Statistical Parametric
Mapping software (SPM8, http://www.fil.ion.ucl.ac.uk/spm). The 500
volumes were slice-timing corrected relative to middle axial slice for
the temporal difference in acquisition among different slices; and
then volumes were registered to correct for head motion during the
scan. For all subjects, the translational or rotational parameters of a
data set did not exceed ±1 mm° or ±1°, and therefore, no datasets
were excluded from the analysis. The fMRI images were realigned
with the corresponding T1-weighted image volume. For normalizing
fMRI images into a standard stereotaxic space, parameters from
normalizing T1-weighted images to T1 template in SPM8 were
written to fMRI images. Then, normalized fMRI images were
resampled to 3-mm isotropic voxels. In order to avoid introducing
artificial local spatial correlations, no spatial smoothing was applied,
as previously suggested (Achard et al., 2006; Achard and Bullmore,
2007; Salvador et al., 2005; Wang et al., 2009).

Anatomical segmentation

The functional imageswere segmented into 90 anatomical regions of
interest (ROIs) (45 ROIs for each hemisphere, see Table S1) using the
automated anatomical labeling (AAL) template reported in previous
studies (Salvador et al., 2005; Tzourio-Mazoyer et al., 2002). These
anatomical ROIs were extracted using the MarsBaR toolbox (http://
marsbar.sourceforge.net). For each subject, the representative time
series of each ROIwas obtained by averaging the fMRI time series across
all voxels in the ROI (Fox et al., 2005; Salvador et al., 2005).

Several procedures were used to remove possible spurious
variances from the data through linear regression (Fox et al., 2005;
Salvador et al., 2005). These were 1) six head motion parameters
obtained in the realigning step, 2) signal from a region in
cerebrospinal fluid, 3) signal from a region centered in the white
matter, and 4) the linear trend. It is worth noting that the BOLD time
series of ROIs were not low-pass filtered, considering that our GCA
used a low model order (Hamilton et al., 2010).

Multivariate Granger causality analysis

Another important extension of Granger's original definition of
causality is the consideration of the multivariate case: for three or
more simultaneous time series, the causal relation between any two
of the series may be direct, or it may be mediated by a third one, or it
may be a combination of both (see also the conditional causality
proposed (Chen et al., 2006; Geweke, 1984)). Here we apply
multivariate Granger causality analysis in the kernel version,
described in Marinazzo et al. (2008a,b, 2010). We denote X(c)i=
(x(c)i,…,x(c)i+m−1)T, for c=1,…,M and i=1,…,N (whereM=90 is
the number of ROIs, N=500 is the length of time series,m denotes the
order of the autoregressive model and x(c) is time series corresponding
to ROI c). In order to evaluate the causality relation {x(a)}→{x(b)} we

2684 W. Liao et al. / NeuroImage 54 (2011) 2683–2694



Author's personal copy

define for i=1,…,N, Zi=(X(1)iT,...,X(a)iT,…,X(M)iT)T containing all the
input variables, and thematrix Xi=(X(1)iT,…,X(M)iT)T containing all the
input variables but those related to {x(a)}. Since, as explained in
Marinazzo et al. (2008a), the prediction is done minimizing linear
relationships in a possibly nonlinear space defined by kernel functions
operating on scalar productions of the input variables, Grammatrices K
and K′ are then evaluated: Kij=k(Xi,Xj) and K′ij=k(Zi,Zj). The target
vector is nowα=(x(b)1+m,…,x(b)N+m)T. We then evaluate the kernel
Granger causality from the sum of the Pearson correlation coefficients
(Bonferroni-corrected) between the nonvanishing eigenvectors of K
and {x(b)}.

To illustrate the application of multivariate Granger causality
analysis to the resting-state fMRI data, we call X(c),c=1,…,90 the
time series from each of the 90 ROIs, and x(a) and x(b) the time series
of seed and target ROI, respectively. The order of the autoregressive
model was set to 1 using the Schwartz criterion (SC), although other
order selection criteria could also be used (Akaike's information
criterion (AIC) and Hannan–Quinn criterion). The coefficients of the
models were calculated using a standard least squares optimization.

To assess the statistical significance of Granger causality results,
we generated a distribution for each like evaluating 500 times the
causal influence after reshuffling the target time series. The thresholds
for the significance tests were corrected for multiple comparisons by
false discovery rate (FDR) with p=0.05.

Graph-theory analysis

Topological properties of the directed influence brain networks
The topological properties of the directed influence brain network

were defined on the basis of a 90×90 binary directed graph G,
consisting of nodes and directed edges:

eij =
1 if Fi→j N T
0 otherwise

;

�

where eij refers to the directed edge from node i to node j in the graph.
It is worth to recall that in a directed graph eij is not necessarily equal
to eji. If the value of eij from brain region i to j, exceeds a given
threshold T, a directed edge is said to exist; otherwise it does not exist.
A subgraph Gi is defined as the graph including the nodes that are the
direct neighbors of the ith node, i.e. connected to the ith node with a
directed edge. Considering that the graph we focused on is directed,
each node's in-degree and out-degree must also be considered
separately (Jiao et al., 2010). In-degree and out-degree represent
the total number of connections incoming to a node and outgoing
from the same node, respectively (De Vico Fallani et al., 2007). The

in-degree of the graph is Kin
net =

1
M∑

i∈G
Kin
i = 1

M∑
i∈G

∑
j∈G

eji, i=1,2,⋯M
(where M=90 is the number of ROIs); the out-degree of the graph is
Kout
net = 1

M∑
i∈G

Kout
i = 1

M∑
i∈G

∑
j∈G

eij. Consequently, the total degree of the

graph is Knet
total=Knet

in +Knet
out. We then define a hub based on number of

connections a node whose degree values are at least one standard
deviation (SD) greater than the average degree of the network
(considering the total degree, in-degree and out-degree, separately)
(i.e., Ki

totalNmean(Knet
total)+SD(Knet

total)) (Bassett et al., 2006).

Degree distribution fits
Three possible forms of the degree distribution P(k) (Achard et al.,

2006; Bassett et al., 2006; Strogatz, 2001)were fitted to the total degree,
in-degree and out-degree distribution in our study: a power law
(Barabasi and Albert, 1999; Eguiluz et al., 2005; van den Heuvel et al.,
2008), P(k)~k−α; an exponential (Hagmann et al., 2008), P(k)~e−αk;
and an exponentially truncated power law (Achard et al., 2006; Bassett
et al., 2006;Wang et al., 2009), P(k)~kα−1ek/kc. To quantify the strength
of each fit, goodness-of-fit was compared using AIC for three possible

forms of the degree distribution P(k) (Achard et al., 2006; Bassett et al.,
2006).

Betweenness centrality
Betweenness centrality considers the fraction of all shortest paths

in the network that pass through a given node, and it is defined by the
equation below,

B→
i =

1
M−1ð Þ M−2ð Þ ∑

h; j∈G
h≠j;h≠i;j≠i

ρ→hj ið Þ
ρ→hj

;

where ρhj→ is the total numberof all shortest paths linkingnodeh to node
j, and ρhj→(i) is the total number of shortest paths between a source node
h to a target node j that pass through node i. Regionswith a high relative
node betweenness centrality value (i.e., Bi→Nmean+SD) were also
considered hubs in the brain network (He et al., 2009).

Network modularity
Themodularity Q for a given partition p of networks is first defined

by Newman and Girvan (2004), and then it has been generalized in
directed networks as below (Leicht and Newman, 2008):

Q→ =
1

∑
i;j∈G

eij
∑
i;j∈G

eij−
Kout
i Kin

j

∑
i;j∈G

eij

2
4

3
5δmi ;mj

;

wheremi is themodule containingnode i, and δmi,mj=1ifmi=mj, and 0
otherwise. If a partition in a fixed number of subgroups of networks is
requested, the best solution is obtained by minimizing the number of
edges connecting vertices belonging to different subgroups
(orminimizing thenumber of vertices belonging to the samesubgroup).
Weuseda spectral algorithm for communitydetection (Newman,2006)
in directednetworks,whichhas beengeneralized in a principled fashion
to incorporate information contained in edge direction (Leicht and
Newman, 2008).

Clustering coefficient
In a directed graph, the neighbors of a given node are all the other

nodes that are connected to it, either through an incomingor an outgoing
connection (Sporns andZwi, 2004; Sporns, 2006; Sporns et al., 2007). The
clustering coefficient of a network describes the connectedness of direct
neighbors around individual nodes. The clustering coefficient of a
directed graph is defined as (Fagiolo, 2007):

C→
net =

1
M

∑
i∈G

C→
i =

1
M

∑
i∈G

1
2∑
j;h∈G

eij + eji
� �

eih + ehið Þ ejh + ehj
� �

Kout
i + Kin

i

� �
Kout
i + Kin

i −1
� �

−2∑
j∈G

eijeji
:

Cnet
→ is a measure of the extent of the local density or cliquishness of

the network.

Shortest path lengths
The mean shortest path length of a network is the average of the

shortest path lengths between the nodes (Rubinov and Sporns, 2010):

L→net =
1
M

∑
i∈G

L→i =
1
M

∑
i∈G

∑
j∈G;j≠i

d→ij

M−1
:

Shortest directed path length from node i to node j, d→ij = ∑
eij∈gi→j

eij,

where gi→ j is the directed shorted path from node i to node j. Lnet→ is a
measure of the extent of average connectivity or overall routing efficiency
of the network.
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Small-world properties

Compared with random networks which are characterized by a low
clustering coefficient and a typical short path length, small-world
networks have similar path length but higher clustering coefficients,
that isγ=Cnet

→/Crandom→ N1,λ=Lnet
→ /Lrandom→ ≈1 (Watts andStrogatz, 1998).

These two conditions can also be summarized into a scalar quantitative
measurement, small-world-ness, σ=γ/λ, which is typically N1 for
networks with a small-world organization (Achard et al., 2006;
Humphries et al., 2006).

Generation of the random network
The theoretical values of these twomeasures for randomnetworks are

Crandom
→ =K/M, and Lrandom

→ ≈ ln(M)/ln(K) (Achard et al., 2006; Bassett and
Bullmore, 2006; Stam et al., 2007). However, as suggested by Stam et al.
(2007), statistical comparisons should generally be performed between
networks that have equal (or at least similar) degree sequences; however,
theoretical random networks have Gaussian degree distributions that
may differ from the degree distribution of brain networks. Following to a
previous studies (Maslov and Sneppen, 2002; Sporns and Zwi, 2004), a
randomizedversionof thedirectednetworkwasconstructedbyrandomly
reshuffling links, preserving the in-degree andout-degree for eachnodeat
various T by using a Markov-chain algorithm. This procedure can be
describedby the following steps:Apair of directededges i1→ j1 and i2→ j2
was first randomly selected. These two edges are then rewired in such a
way that i1→ j2, while i2→ j1. However, in case one or both of these new
edges already exist in the network, this step is aborted and a new pair of
edges is selected. The above rewiring step was repeated until the
topological structure of the original matrix was randomized. We then
averaged across all 100 generated random networks to obtain a mean
Crandom
→ and a mean Lrandom

→ for each threshold T.

Choice of threshold interval
First, we thresholded all matrices using a single, conservative

threshold chosen to construct a sparse graph with mean degree
Knet
total≥2 ln(M)≈9 (total number of edges≥405). From this, the value

of Tmax was obtained to allow use of graph theory to estimate the
small-world scalar σ. The Tmin corresponds to the smallest significant
value of Granger causality among all subjects. We selected the
threshold range, Tmin≤T≤Tmax by intersecting the upper criteria.

Sensitivity to threshold levels

Once we have defined the range of possible threshold values, it is
worth to note that some network measures (i.e., hub region based on
node degree and betweenness centrality) are threshold-dependent and
thus could vary for each of value of T. To quantify this variability we
applied a nonparametric one-tailed sign test: for each brain region, the
test was performedwith the null hypothesis that the given brain region
had not to be considered as a hub, that is, Ki

total≤mean(Knet
total)+SD

(Knet
total) (total degree for instance here). The Bonferroni method was

used to correct for multiple comparisons at pb0.05.

Results

Directed influence brain network

The mean direct influence matrix was calculated by averaging the
Granger influence matrices across all the subjects (Fig. 1A) at the
threshold level of Tmax. The reproducibility of the significant Granger
influence of each pair of ROIs across all subjects is shown in Fig. 1B.

Degree distribution of the directed influence brain network

For each subject we computed the total degree, in-degree and out-
degree from the directed influence network. The group averaged total

degree, in-degree and out-degree distribution P(k) are shown in Fig. 2
at the threshold level of Tmax. The exponentially truncated power law
was the best-fitting model for the degree distribution rather than the
power law distribution. See Table S2 for parameter values and
goodness-of-fit. Details on the total, in- and out-degree of each node
(including mean values and standard errors across all subjects,
respectively) are provided in Table 1.

Network hubs and betweenness centrality
The highly reproducible and consistent hubs based on a node total

degree across all threshold levels are shown in Fig. 3A. There are 15
highly reproducible total degree hubs (pb0.05, Bonferroni-corrected)
(Fig. S1), which mostly included the bilateral STGp, MTG, STG, ANG,
and IPG, the left MTGp, SFGmed, SFG and SMA and the right SMG.
There are 17 highly reproducible degree hubs (pb0.05, Bonferroni-
corrected) (Figs. 3B and S2), whichmostly included the bilateral MTG,
STG, ANG, and IPG, the left STGp, THA, ACC, IFGtri, SFGmed, SFG, and
SMG and the right PoCG and PCC. There are 15 highly reproducible
out-degree hubs (pb0.05, Bonferroni-corrected) (Figs. 3C and S3),
which mostly included the bilateral STGp, MTG and STG, the left ANG,
SMA and SMG and the right REG, PCL, IPG and PreCG.

The highly reproducible and consistent hubs based on betweenness
centrality across all threshold levels are shown in Fig. 4. There are 13
highly reproducible hubs based on betweenness centrality (pb0.05,
Bonferroni-corrected) (Fig. S4), whichwere the bilateral STGp,MTG, ANG
and SMA, the left SFGmed and SMG and the right IFGorb, STG and IPG.

Fig. 1. (A) The mean direct influence matrix was calculated by averaging the Granger
influence matrices (where 90 is the number of ROIs) across all the subjects. (B) The
reproducibility of the significant Granger influence of each pair of ROIs across all subjects.
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Modularity of the directed influence brain network
We found that the directed brain network was separated by

Newman's modularity algorithm into 6 modules (see Fig. 5 and Table
S3). Module I included 11 regions that are mostly located in the

bilateral ventromedial prefrontal cortex and medial orbital prefrontal
cortex, which are primarily specialized for self-referential mental
activity. Modules II and V totally included 10 regions such as bilateral
amygdalae, caudate nucleus and thalamus, which are components of

Fig. 2. Degree distribution of the directed influence brain network. Total degree, in-degree and out-degree, are displayed from top to bottom row, respectively. The histogram of
regional degree Ki distribution (left column). Log–log plot of the cumulative probability of degree versus the degree (right column). The asterisks indicate observed data, the red solid
line is the best-fitting exponentially truncated power law, the black dotted line is an exponential, and the cyan dashed line is a power law. See Table S2 for parameter values and
goodness-of-fit.
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limbic and subcortical system. Module III included 26 regions mostly
from lateral frontal and parietal cortices that are thought to mediate
goal-directed top-down processing. Moreover, some regions from
precentral gyrus, postcentral gyrus, supramarginal gyrus and supple-
mentary motor area that correspond to sensory-motor function were
also found in module III. Module IV included 17 regions from the
occipital lobe that are primarily specialized for visual processing.
Moreover, the bilateral PCUN were also found in this module. Module
VI included 26 regions such as bilateral medial temporal and temporal
cortices, along with MCC and ACC.

Clustering coefficient and shortest path lengths

The results for the group averaged clustering coefficients Cnet
→ , and

Crandom
→ , and their dependence on range of T values are shown in Fig. 6A.

As expected, the higher threshold resulted in a lower mean clustering
coefficient (Cnet→ ). In addition, Cnet→ was found to be significantly higher
than Crandom

→ , for all values of T (two-sample t-tests, pb0.01, Bonferroni-
corrected) (Fig. 6A). The results for the group averaged characteristic
shortest absolute path length (Lnet→ ) and Lrandom

→ and their relation to T are
shown in Fig. 6B. The path length Lnet

→ of the directed influence brain
network was not found to be significantly different from the average
path length of a random network for all values of T (two-sample t-tests,
pb0.01, Bonferroni-corrected). As shown in Fig. 6B, Lnet→ increased with
increasing T. Details of the attributes of each node (including mean
values and standard errors across all subjects, respectively) are provided
in Table 1.

Small-world properties of the directed influence brain network

Figs. 7B and C show the group averaged γ and λ, respectively, over
the group of subjects for varying T. For all the values of T, γwas higher
than 1 and λ was found not to be different from 1 (pb0.01,
Bonferroni-corrected). The group averaged small-world index σ for
T can be seen in Fig. 7A. For all T, σ was found to be higher than 1
(pb0.01, Bonferroni-corrected). This result was reflected by γ≥1 and
λ≈1 and a small-world index σ≥1, suggesting a small-world
organization (Humphries et al., 2006; Watts and Strogatz, 1998) in
directed influence brain network in resting-state fMRI data.

Discussion

In the present study of resting-state fMRI, we have examined the
architecture of the directed influence human brain network, combining
Granger causality analysis and graph theory. Some brain regions were
characterized bypivotal regionswhich influencedorwere influencedby
the other brain regions. In addition, we observed that the topological
distributions for total degree, in-degree and out-degree were fitted by
an exponentially truncated power law. Furthermore, we showed that
the betweenness centrality of a node reflects its functional importance

Fig. 3. Cortical surface maps of the hubs of the directed influence brain network.
According to the AAL template (Tzourio-Mazoyer et al. 2002), the cerebral cortex was
parcellated into 90 regions (45 per hemisphere), each representing a node in the
anatomical cortical network. Hub regions identified for total degree (A), in-degree (B),
and out-degree (C) in each threshold level, respectively (i.e., Ki

totalNmean(Knet
total)+SD

(Knet
total)). Identifying the significance of reproducibility across each threshold level was

done by applying nonparametric sign test to every brain region (pb0.05, Bonferroni-
corrected). For more details, see Methods and materials. The colored bar indicates the
ratio of brain regions considered as hubs across all threshold levels.

Fig. 4. Cortical surface maps of the cortical hubs based on the betweenness centrality of
the directed influence brain network. According to the AAL template (Tzourio-Mazoyer
et al. 2002), the cerebral cortex was parcellated into 90 regions (45 per hemisphere),
each representing a node in the anatomical cortical network. Brain regions with a high
relative node betweenness centrality value (Bi→Nmean+SD) were considered global
hubs in the brain network. Identifying the significance of reproducibility across each
threshold level was done by applying nonparametric sign test to every brain region
(pb0.05, Bonferroni-corrected). For more details, see Methods and materials. The
colored bar indicates the ratio of brain regions considered as cortical hubs based on the
betweenness centrality across all threshold levels.
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and proved to identify modules within the directed influence brain
network. More importantly, according to our data, we suggest that the
human brain directed influence network could have a prominent
small-world topological property with cohesive neighborhoods and
short path length between brain regions. Our results, thus, have
profound implications for our understanding of the topological
mechanisms underlying the directed influence network in the human
brain.

Small-world attributes in the directed influence brain network

It has long been known that small-world properties might be the
hallmark of complex brain networks. The evidence comes not only
from structural connections (Gong et al., 2009; Hagmann et al., 2008;
He et al., 2007; Sporns et al., 2000b,a), but also from the functional
connections (Achard et al., 2006; Achard and Bullmore, 2007; Bassett
et al., 2006; Bassett and Bullmore, 2006; van den Heuvel et al., 2008;
Wang et al., 2009). As other empirical studies (Sporns et al., 2004;
Sporns and Zwi, 2004; Sporns, 2006; Sporns and Honey, 2006) found
that the brain has a small-world connectivity structure, one could
expect that this should be true also for the graph derived by the

directed influence brain network. Our results demonstrate for the first
time that such properties are also the characteristics of directed
influence networks of the human brain (Fig. 7). Taken together, these
consistent findings suggest that the small-world topology is a
fundamental principle of structural, functional and directional
organization of complex brain networks. Although structural network
of macaque neocortex and directed network constructed by computing
inter-regional transfer entropy from the simulated fast time scale
dynamics are similarly organized (Honey et al., 2007), comparison of
the human structural and directed network is still lacking to date. One
potential challenge is that the current tractography approaches, such as
DTI and DSI (Gong et al., 2009; Hagmann et al., 2008) are unable to
differentiate between anterograde and retrograde connections, thus it is
difficult to know the direction of information flow between two
anatomical connected regions (Johansen-Berg and Rushworth, 2009).
Nonetheless, comparisons of structural and functional networks, espe-
cially the directed network, will be needed to explore in the future to
provide insights into structural–functional connectivity relationships.

In terms of direct information flow, high clustering allows
modularized information processing, which is functionally segregated
from one area to another. Findings from the recent resting-state fMRI

Fig. 5. Modularity of the directed influence brain network. (A) All of the 90 brain anatomical regions that are placed at their respective centroids are marked by using different
colored spheres at the lateral and top views, respectively. (B) Cortical surface maps of the six modules of the directed influence brain network, respectively.
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causality studies have shown that the causal influences consistently
exist among the RSNs (Liao et al., 2010; Sridharan et al., 2008; Stevens
et al., 2009; Uddin et al., 2009) and among brain regions within the
DMN (Jiao et al., 2010). In addition, short paths allow effective
interactions or rapid transfer of information between regions and/or
networks. One possible interpretation of the current small-world
topology is that it might reflect an optimal minimized architecture
(Mathias and Gopal, 2001) of the directed influence brain network in
which the information is processed by a highly interconnected
network of regions and efficiently transferred between them (Achard
and Bullmore, 2007; Salvador et al., 2005; van den Heuvel et al., 2008).
The small-world properties in our directed influence brain network
might provide a comprehensive understanding of the spontaneous
neuronal dynamics that underlie the human brain.

Degree distribution of the directed influence brain network

The small-world brain anatomical and functional networks have
been found to have different connectivity degree distributions: a

power law, an exponential, and an exponentially truncated power
law. For instance, previous studies about structural human brain
networks have suggested the existence of exponential degree

Fig. 6. Group averaged clustering coefficient and path length of the directed influence
brain network. (A)Mean clustering coefficient for a real effective connectivity network Cnet→

(red curve) and a random network Crandom
→ (blue curve), as a function of T. (B) Mean

shortest path length, for a real effective network Lnet
→ (red curve) and a random network

Lrandom
→ (blue curve), as a function of T. Blue asterisks indicate where the statistically
significant difference between two groups is (two-sample t-test, pb0.01, Bonferroni-
corrected). Vertical bars indicate estimated standard errors.

Fig. 7. γ, λ and σ of the directed influence brain network. (A) σ, (B) γ, and (C) λ for the
brain effective network as a function of T. γ, λ and σ are defined as Cnet

→ /Crandom→ , Lnet→ /
Lrandom
→ , γ/λ, respectively. γ was found to be significantly larger than 1 and λ not
significantly different from 1 for all T. Then, their ratio, σ = γ

λ= , was significantly larger
than 1 for all T. All pb0.01 (one-sample t-test, Bonferroni-corrected), was marked as
blue asterisks. Vertical bars indicate estimated standard errors.
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distributions within them (Hagmann et al., 2008). Regardless of
whether derived from experimentally activated or resting-state fMRI
data, human brain functional connectivity networks at the mesoscale
(voxel level) had a scale-free (i.e., power law) degree distribution
(Eguiluz et al., 2005; van den Heuvel et al., 2008), while studies from
Achard et al. (2006) and Wang et al. (2009) showed that functional
connectivity networks of the human brain derived from resting-state
fMRI data at a macroscale (regional level) followed an exponentially
truncated power law distribution. This discrepancy of degree
distribution may be associated with the spatial scale at which the
functional connectivity networks were constructed (Wang et al.,
2009). Furthermore, the degree distributions between regional and
voxel level-based functional connectivity network in resting-state
fMRI data have been compared in detail (Hayasaka and Laurienti,
2010). At the macroscale, we also found that an exponentially
truncated power law fitted best the distribution for total degree,
in-degree and out-degree, in accordance with previous functional
brain network studies (Achard et al., 2006; Achard and Bullmore,
2007; Bassett et al., 2006; Wang et al., 2009). The exponentially
truncated power law degree distribution implies that the direct
influences in effective connectivity brain networks are organized in
some core regions but prevent the emergence of hubs with a very
large number of links. Compared with a scale-free network, an
exponentially truncated power law distribution network has distinctive
advantages in the light of robustness to both random elimination of
nodes (brain regions) and selective disruption on hubs (Achard et al.,
2006). We observed different fitting parameters α and kc in the total,
in- and out-degree distributions. The estimated exponent α reflects the
extent of node degree distribution within a network, while kc is the
cutoff degree.

Hub regions in the directed influence brain network
The hubs of the directed influence brain network, characterized by

the high degree of connectivity act as information convergence
regions. In the current study, the regions that consistently displayed
the highest total degree included the parietal and frontal cortices.
These regions overlap largely with the hub regions found in human
brain anatomical (Gong et al., 2009; Hagmann et al., 2008),
morphological (He et al., 2007) and functional (Achard et al., 2006;
van den Heuvel et al., 2008) networks. In particular, the PCC showed
complete reproducibility (100% across all threshold levels) of high
in-degree, suggesting that this brain region is very influenced by other
ROIs. These results are consistent with the finding that PCC/PCUN
have the highest in-degree (Jiao et al., 2010) in the DMN during the
resting state. The IFGoper showed consistently (83% across all
threshold levels) higher levels of out-degree than the other nodes,
meaning that it exerts a strong causal influence over other ROIs. These
findings can shed light on the organization of the brain in the resting
state, suggesting that those hubs could integrate information from the
other brain regions related to both primary function and higher level
cognition.

Some brain regions, such as THA, showed consistent reproducibility
of high in-degree only. Recent fMRI studies proposed the involvementof
the thalamus in various processes like reward, motivation, emotional
circuits, cognition and working memory (Haber and McFarland, 2001;
Haber and Calzavara, 2009). The thalamus mediodorsal nucleus is
interconnected to awide range of cortical regions, focusing especially to
prefrontal and limbic areas (Haber andMcFarland, 2001). Bearingon the
evidence of that, it seems possible that this brain region plays a key role
in the integration of information of those complex processesmentioned
above. On the other hand, other brain regions only showed strong
reproducibility of high out-degree. For instance, REG inmodule I can be
reasonably assumed to be an out-degree hub.Module I contains regions
that are mainly specialized for self-referential mental activity network
allowing top-down modulation among all RSNs (Liao et al., 2010).

The overlapping hubs identified by total degree, in-degree and
out-degree may suggest their important roles in the overall network
organization (Barabasi and Albert, 1999), such as maximum commu-
nication efficiency (Achard and Bullmore, 2007) and minimum
functional wiring (Mathias and Gopal, 2001). We observe different
spatial patterns of hub regions for in- and out-degree, indicating that
the activity levels in each brain region are highly heterogeneous. A
previous study points out that the brain regions with a larger In−Out
degree (difference between out-degree and in-degree) tend to exhibit
a higher level of activity, thus suggesting that Granger causal
influences can be used to predict BOLD activity levels (Jiao et al.,
2010). Moreover, there is evidence that the DMN exhibits high levels
of activity during resting state (Buckner et al., 2008). This study
supports this view, finding that the hub regions for in-degree contain
ACC, IPGtri, SFGmed, SFG and PCC, which are components of the DMN.
This result is also consistent with the evidence that the DMN is
profoundly affected by the other RSNs and possibly performs an
integration of the received information (Liao et al., 2010). On the
other hand, hub regions for out-degree include REG, PCL, IPG, and
PreCG, which exerted the strongest causal influence over the other
brain regions, suggesting that top-down cross-region information
exchanges were intrinsically engaged at rest.

Among the many nodes that form a brain network, some important
brain regions often play a crucial role in mediating a vast number of
network connections. The degree (total-, in- and out-degree for directed
networks in general) as discussed above, is one of the most common
measures of centrality with a straightforward neurobiological
interpretation (Rubinov and Sporns, 2010). Betweenness centrality,
another measure of node centrality, considers that central nodes
participate in many short geodesic paths in the network, and
consequently serve as centers of information integration. In simple
words, while the connectivity degree identifies the most connected
nodes, betweenness centrality identifies those located on the most
traveled paths (Joyce et al., 2010). Quantitative comparisons of these
measures were recently carried out in functional brain networks (Joyce
et al., 2010). Anyway, in the current directed influence network, the hub
regions based on total degree and betweenness centrality showed
extensive overlap (Figs. 3A and 4). The regions that appeared
consistently to be hubs based on betweenness centrality are mostly
found in the lateral temporal and parietal cortices and medial frontal
cortices. These regions are part of the DMN. It is worth noting that the
PCC, a key component of the DMN, did not show consistently a high
betweenness centrality. These results contrast the findings that the PCC
is a typical hub region in human brain anatomical (Gong et al., 2009;
Hagmann et al., 2008), morphological (He et al., 2007) and functional
(Achard et al., 2006; vandenHeuvel et al., 2008) networks. Based on the
above interpretation of in-degree, one possibility is that the PCC
dominates in integrating information from the rest of the brain regions
(Jiao et al., 2010; Liao et al., 2010).

Modularity of the directed influence brain network
Modularity is an important organizational principle of complex

biological networks. Thus, investigating modularity might be very
helpful to uncover the topological properties of human brain
networks (Bullmore and Sporns, 2009). Recently, many studies have
suggested that human anatomical (Gong et al., 2009; Hagmann et al.,
2008) and functional (He et al., 2009; Meunier et al., 2009) brain
networks have similar modular structures. In those studies, key
modules related to the primary brain functions, such as visual,
auditory, motor, subcortical and the “default” systems, were regularly
detected. In directed brain networks, we also found a modularity
organization, which mainly involved visual, auditory, limbic and
subcortical systems; self-referential mental activity and goal-directed
top-down processing (see Fig. 5). Compared with previous studies,
however, the most obvious discrepancy is that there is no modular
structure corresponding to the “default mode” system. Moreover, we
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found a module I that are primarily specialized for self-referential
cognition (D'Argembeau et al., 2005), suggesting that the default
mode network likely comprises multiple interacting subsystems
(Andrews-Hanna et al., 2010). Anyway, a modular organization also
exists in directed brain networks, which suggests that the modularity
structure might provide new insights into the understanding of
functional integration of brain networks at rest.

Methodological considerations
Several methodological considerations in the present study need

to be addressed. First, the scanner parameters were optimized for fast
scanning, especially for shorter TR, which is very important for the
Granger causality analysis on the fMRI time series (Goebel et al., 2003;
Roebroeck et al., 2005). In the current study, a relatively rapid volume
acquisition time of 1000 ms was used to increase the sensitivity of
Granger causality analysis. We collected 16 axial slices of BOLD fMRI
data per acquisition using this short TR sequence; by using 6-mm axial
slices we were able to cover the most inferior temporal lobe to the top
of the brain, but not the cerebellum. Second, whether it is opportune
to low-pass filter the resting-state fMRI data for GCA is still unclear.
Although previous studies give possible and rational reasons for using
the filtered (Jiao et al., 2010) or non-filtered (Hamilton et al., 2010)
fMRI data, a comprehensive investigation is necessary in order to
measure the contribution of different sub-frequencies for directed
influence brain network during the resting state. Further studies are
needed to clarify this meaningful point. In addition, we have used a
recently proposed approach to Granger causality based on kernel
methods (Marinazzo et al., 2008a,b). In line with the definition of
kernel Granger causality, our approach not only allows the analysis of
the possible linear directions of influence in the present study, but
also reveals the possible nonlinear influences in fMRI data (Liao et al.,
2009). Finally, from the beginning (Granger, 1969; Wiener, 1956), it
has been known that if two signals are influenced by a third one that is
not included in the regressions, this leads to spurious causalities, so an
extension to the multivariate case is in order. So, the multivariate
kernel Granger causality analysis was used in the present study.
Multivariate kernel Granger causality is based on a straightforward
expansion of the autoregressive model to a general multivariate case
including all measured variables (Marinazzo et al., 2008a).

Study limitations and future directions

Several limitations of the current study, however, should be
mentioned. First, Granger influence at the neuronal level of resting-
state directed influence brain networks is not fully understood.
Although a few resting-state fMRI studies have revealed the causal
influence among the resting-state networks (Liao et al., 2010;
Sridharan et al., 2008; Stevens et al., 2009; Uddin et al., 2009), or
among brain regions in the DMN (Jiao et al., 2010), it is believed that
the causal influence is with the specific brain regions with which they
interact. In the present study, we have considered the causality
analysis as particularly relevant to the investigation of the possible
directed connectivity along with its topological properties within
brain regions, assuming that their interactions are complex, possibly
dynamic and directional (Sridharan et al., 2008), rather than simple
correlated, or anti-correlated (Fox et al., 2005). Second, according to
Geweke's variance decomposition at a particular frequency, total
power includes an intrinsic power and a causal power (Ding et al.,
2006). The time domain Granger causality, which was used in the
current study, may result from strong spectral peak(s). Finally, the
current Granger causality analysis was applied in its linear version,
and ignored the nonlinear characteristics of the interactions among
neuronal populations (Liao et al., 2009; Marinazzo et al., 2010). Future
work, however, will be also needed to explore these aspects, which
would provide more insights into the architecture of the directed
influence brain network.

Conclusion

In this study we focused on evaluating directed influence brain
network at regional level and on understanding the underlying
structure of the resulting network. We used multivariate Granger
causality analysis and a well known graph theory method to gain
information about the causal influences of the brain and characterize
the topological properties from resting-state fMRI recordings of 52
healthy subjects. Some brain regions were characterized by pivotal
regions which were influenced by or influencing the other brain
regions, acting as information convergence regions, which may be
associated with a top-down control and bottom-up modulation at
different scales in complex brain networks in the presence of explicit
input or output. In addition, we demonstrated that an exponentially
truncated power law fits the topological distribution for total degree,
in-degree and out-degree. Furthermore, we showed that a modular
organization also exists in directed brain networks. More importantly,
according to our data, we suggest that the human brain directed
influence network could have a prominent small-world topological
propertywith cohesive neighborhoods and short path length between
brain regions, indicating that small-world topology is a fundamental
principle of structural, functional and directional organization of
complex brain networks. Our results, thus, have profound implications
for our comprehensive understanding on the topologicalmechanismsof
the directed influence network underlying spontaneous neuronal
dynamics of the human brain.
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