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CHAPTER 1

INTRODUCTION

Everybody makes mistakes during speaking. That is not surprising, as speech
production involves many highly complex processes that have to be
performed. The correct word has to be retrieved from the mental lexicon, this
word has to be transformed into @&eph plan, and this plan has to be executed.
Any of these processes can go wrong when speaking, which can result in a
speech error. The seifionitoring system is responsible for detecting and
correcting these speech errors. One can imagine that moresge@roduced
when speaking in a second language. The current thesis therefore asks whether
there are significant differences between monitoring in a first language (L1)
and a second language (L2) and if so, where these differences originate from?
Speecherrors are often used to investigate speech production
processes (Aitchison and Straf, 1981; Poulisse, 1999, 2000). Before
attempting to answer questions about-sathitoring and possible differences
between languages, we must first decide whether theredifferences
between L1 and L2 in the number and types of speech errors that are produced.
Poulisse (1999, 2000) examined speech errors that were made during L1 and
L2 speech production. She found that many more errors were produced in L2
(2000 errors) sopposed to L1 (137 errors). The type of words in which these
errors were made also differed where more phonological errors were
predominantly made in content words in L1 whereas these errors also

regularly ocarred in function words in L2
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Because of ta abovementioned differences between L1 and L2
speech production, one could ask whether the system that is responsible for
speech error detection and correction also differs. In order to examine
potential differences in the monitoring systems, one mustdonsider how
speech errors are detected. There are several theoriesmobsetibring: One
approach assumes that monitoring is based on comprehension whereas other
approaches argue for productibased monitoring. The Perceptual Loop
Theory (Levelt, 183, 1989) is a theory that claims that speech errors are
detected based on the comprehension system. In other words, you detect your
own errors in the same way as you would detect errors of someone else. This
theory assumes three separate loops: the caraddpop, the inner loop, and
the outer loop. The conceptual loop determines whether the message that you
want to bring across is accurate and fits the appropriate context. The inner
loop inspects the speech plan that is created based on the intendademess
Finally, the outer loop monitors the realization of the speech plan (actual
speech).

The productiorbased approach to monitoring assumes that speech is
monitored at every level of spch production. One productibased theory
is the conflictmonitoiing theory of Nozari, Dell, & Schwartz (2011), which
states that speech errors are recognized by means of conflict between two
competing representations. Conflict arises when more than one representation
is highly activated. If conflict is high, then an@ris more likely to occur than
when it is low. Thus, if the monitor can detect conflict, it can predict the
likelihood of errors and intervene when necessary. The most recent model of
selfmonitoring is thdorward modelihg account (Pickering & Garro@014),
which argues that monitoring is based on predictions that are being made by

the speaker. It assumes that a forward model (prediction) is made for every
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level of speech production, which is subsequently compared to the actual
utterance. An error isafected if there is a mismatch between the prediction
and the actual utterance.

The theories described above are constructed based on speech errors
that are produced in the L1. In order to ascertain whether there are differences
between L1 and L2 monitogp speech monitoring in L2 must also be
examined. A handful of studies already looked at monitoring differences
between L1 and L2 regarding the speed and accuracy with which this is
performed. Yet, no theories on L2 monitoring have been established. The ma
aim of this thesis is to map differences between L1 and L2 as to create such
an L2 monitoring theory. In order to accongplithis, L1 and L2 monitoring
arecompared on several levels such as monitoring speed (Chapters 3 and 4)
but also the difference imse of monitoring criteria (Chapter 5).

Some differences between L1 and L2 monitoring have already been
examined. Consider, for instance, the speed with which monitoring is
performed or the effect of reduced resourd@sclerck & Hartsuiker, in
preparaion; Declerck & Kormos, 2012Additionally, monitoring foci such
as language might be used to a different extent when monitoring in L2 or in
L1 (Costa, Roelstraete, and Hartsuiker, 2006; Hartsuiker & Declerck,.2009)
Chapter 2 is a review paper that ddsesi the language differences in
monitoring that have been found thus far. Chapter 3 investigates monitoring
on a lower level (i.e., phonology) and tests whether the speed and accuracy of
phoneme monitoring differs between L1 and L2. In Chapter 4, we astk@rh
there is a delay in the detection and/or correction of speech errors in L2.
Chapter 5 examines monitoring on the word level where we investigate
whether different monitoring criteria are used in L1 and L2 and if the same

amount of feedback between mdoand phoneme level is observed when
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monitoring in different languages. Finally, Chapter 6 asks whether articulation
itself is slower in L2 than it is in L1. Below, | will summarize each chapter in
more detail.

Chapter 2 reviews differences in verbaf saonitoring between L1
and L2 in great detail. This chapter starts with a description of the differences
in the number and types of speech errors that are found between L1 and L2. It
continues by giving an extensive description of several existing self
monitoring theories: the Perde@l Loop Theory (comprehensitmased),
conflict-monitoring (productiorbased), and forward modelhg. Next,
differences in monitoring mechanisms between L1 and L2 are described,
which include the influence of speech rate and increased task difficulty on
monitoring speed. Differences in monitoring foci regarding monolinguals and
bilinguals are also disissed. These monitoring foci include language control
and the use of external cues for language selection. The role-of@stbring
in L2 learning is described as well. One main conclusion that can be drawn
from this review relates to monitoring speatbnitoring occurs more slowly
in L2 as opposed to L1. We end with a discussion on L2 speech production
and how the previously discussed theories on-reetiitoring can be
optimized.

During L2 monitoring, one necessarily has to monitor in a different
language. This means that the object that is being monitored (speech itself)
changes. If speech changes, then monitoring changes as well. Chapter 3
therefore examines the time course of speech production in both monolingual
English speakers and bilingual DutEnglish speakers. Previous studies
already demonstrated that naming a picture in the L2 takes longer than naming
this same picture in the L1 (Gollan, Montoya, Cera, & Sandoval, 2008;

Starreveld, de Groot, Rossmark, & van Hell, 2014). Some accounts lokgim t
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this L2 disadvantage arises because speakers have difficulties in lexical
selection (see Figure 1). The weakeks hypothesis (Gollan et al., 2008), for
instance, argues that bilinguals produce words less often in a particular
language as they prodeispeech in both their L1 and their L2. Monolinguals
use these same words more often in their native language because they only
know one language. They argue that the L2 disadvantage arises because the
representations of the words in the mental lexiconneraker because these

are used less often. Therefore, this hypothesis claims that earlier stages of
speech production are responsible for the L2 slown. However, others
argue that this disadvantage is situated at later stages of speech production
(Hanubva, Davidson, & Indefrey, 2011) such as articulation (see Figure 1).
One argument that supports this hypothesis is that the time that articulatory
planning and articulation take is much longer than that of earlier processes of
speech production (Indefre§ Levelt, 2004). The probability of the slew

down occurring at these stages is therefore larger.
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Figure 1. Figure 1. Speech production model from Levelt, Roelofs, and Meyer
(1999) nAoutlined Theory of Lexical Access
W.J., Roelofs, A., & Meyer, A. S. (1999). A theory of lexical access in speech

production.Behavioral and brain sciences, (@2, -:38. 06 Li cense number :

4253680871328.
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Chapter 3 describes experiments that use both the picture naming task and the
phonememonitoring task to determine where the L2 disadvantage during
picture naming is situated. The picture naming task simply involves naming
picturesthat are presented on the screen. During the phoneme monitoring task,
participants are asked to monitor foparticular phoneme that is present in
the English (L2) picture name. The guincesses that are needed to complete
these tasks both involve conceptualization, lexical retrieval, and phonological
encoding of the picture name. Bilingual participants perfitr@rtasks in their
L2 (English) whereas monolinguals perform them in their L1 (English). Our
data demonstrate a clear L2 disadvantage when bilinguals name the pictures
as opposed to monolinguals. Importantly, this L2 disadvantage is not reflected
in the sged of phoneme monitoring. This lack of an L2 disadvantage in
phoneme monitoring suggests that neither word retrieval nor phonological
encodingare slower in L2, indicating that the L2 sledown is situated at
postphonological stages of speech production.

Chapter 4 also uses the phoneme monitoring task but aims to answer
a different research question. Specifically, it focuses on the locus of the L2
disadvantage during error monitoring. Previous studies already showed that
speakers are slower to correcteyal types of errors in their L2 as opposed to
their L1 (Van Hest, 1996). In particular, she found that the time from which
speakers stop speaking to resuming their speectoffctiie repairinterval)
takes longer in L2. The first analysis in this chaptealyses data from an error
elicitation experiment and finds a clear L2 disadvantage, but in the error to
cut-off interval (the time it takes to stop speaking after producing an error).
The data set that analysecere solely consists of phonologicalas and is

three times as large as that of Van Hest, which might explain the different
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findings. Thus, we also find a language difference pertaining to monitoring
but the origin of the delay is not yet decided upon.

It is possible that the delay is cadsby slower detection of the error,
by interruption and repair of the error, or both. We reasoned that the picture
naming task and phoneme monitoring task might help determine where the
slow-down is situated.The phoneme monitoring task can be used to
investigate error monitoring processes because several processes that are
needed for both phoneme and error monitoring are shared.phoneme
monitoring task is applied both in production where participants see a picture
on the screen and in comprehensiorekghthey hear a worduring the
production monitoring task, speakers produce speech internally, inspect an
internal speech code, and then compare it to a target. An L2 disadvantage in
this task would suggest that an L2 sidewn of monitoring could be éier
situated at the earlier stages of production or at comprehension processes. If
an L2 disadvantage is found in the comprehension monitoring task, then
comprehension processes are clearly responsible. In this task, speech is merely
perceived and producth processes are not performed. The picture naming
task taps into both early and late processes of speech production. If the slow
down isonly observed in this task, then the L2 delay must be situated at late,
postphonological stages. This would also méaat slower production and/or
repair is responsible for the L2 disadvanta@ur data reveal an L2
disadvantage for picture naming but no significant differences are found in
either of the phoneme monitoring tasks. We therefore conclude that the L2
delayin error monitoring is caused by difficulties in repair planning as the
main disadvantage that is found derives from speech production.

In Chapter 5, an error elicitation experiment is performed in order to

investigate whether bilinguals use monitoringite same extent in L2 as they
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do in L1 and whether an equal amount of feedback is observed. Additionally,
we test whether the amount of language exposure affects the criteria that the
monitor uses. Speech errors are elicited by means of thet&kPa tak

where participants are presented with word pairs that have a particular
phonol ogi cal enoomisld o tundekelilama' /mowei lgse'), O
They are asked to simply look at these word pairs and silently repeat them.
After these pairs arpresented, participants pronounce word pairs with the
opposite phonol ogi keal mecathnds)easingctiei o n
chanes of them switching the first two consonants. It has been shown that
this switch happens more often if the switch resultexisting words than
nonexisting words. This phenomenon is known as the lexical bias effect
(LBE) and there are several explanations as to why this effect arises. Earlier
studies on this effect argue that the monitor is responsible where lexical errors
are less likely to be intercepted than Herical items (see Baars, Motley, &
MacKay, 1975). An alternative explanation involves feedback between the
word and phoneme level (Dell, 1986) where activation spreading between
these levels causes higher actiomtifor existing words. A more recent
explanation combines both the monitoring and feedback account (Hartsuiker,
Corley, & Martensen, 2005). They argue that feedback causes the LBE if both
existing and nomexisting words are presented (when the monitor cense
lexicality). Lexicality cannot be used as monitoring criterion because neither
a lexicality criterion (is this a word?) nor an aletxicality criterion (is this a
nonword?) is informative. If lexicalityor antilexicality can be used, for
instancavhen only norexisting words are presented, then the monitor affects
the strength of the LBE. The results that we present in this chapter match the
results of Hartsuiker et al. as we find an LBE in L1, thereby supporting the

combined explanation. Howeveahe LBE is not found in L2 (in contrast to
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Costa, Roelstraete, and Hartsuiker, 2006, who did find it in L2). Presumably,
the main reason for this discrepancy is that Costa et al. used bilinguals who
were much more proficient and more existing words wesedun their
experiment. We therefore run a follayp study that includes more existing
words in order to see whether recent language exposure results in an LBE in
L2. An LBE is found in L2 when more existing words are presented but the
LBE decreases inrgngth in L1. We conclude by arguing that recent language
exposure modulates the LBE and that the monitor treats lexicality differently
as a monitoring criterion in L1 and L2.

Chapter 6 continues in exploring the locus of the L2 delay during
picture namig. It uses the delayed picture naming task to isolate the
articulation stage of speech production. During the delayed naming task,
participants are asked to wait with naming the picture until they see a cue on
the screen. This ensures that all processésrébarticulation have been
completed. As mentioned in the description of Chapter 3 and 4, an L2 slow
down is found during L2 picture naming. Yet, studies only focus on pre
phonological processes of speech production. By using both the regular and
delayedpicture naming tasks, the time course of speech production can be
examined as well as the duration of articulation itself. An additional goal is to
see if phonological complexity of the picture name affects response latencies
in either condition. If a langage difference is found in the delayed task, then
articulation itself is slower in L2. However, there is no difference in response
latencies between L1 and L2 during the delayed condition, but only in the
regular condition. Phonological complexity alsoedonot affect response
latencies in either L1 or L2. The main conclusion is that the L2-dlomn is
not situated at the articulation stage of speech production. Yet, the lack of a

language difference does not automatically mean that the-ddow is
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situged at a prghonological stage. Articulatory preparation and planning,
which are posphonological processes, are also completed before the cue
appears on the screen. The sldewn might therefore still be situated at the
level of articulatory planning alfor preparation.

To conclude, the current thesis aims to answer the questidrether
there are differences in verbal selbnitoring between L1 and L2. We
investigate this by means of picture naming, phoneme monitoring, and error
elicitation experimets. The data reveal that a main difference between L1 and
L2 is the speed with which error monitoring is performed. Phoneme
monitoring, however, is not significantly slower in L2 compared to L1. An L2
disadvantage is also consistently found during piataraing, but this slow
down is not observed when pictures are named with a delay. We propose that
L2 disadvantages in monitoring are mainly caused by difficulties in speech

production.
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CHAPTER 2
VERBAL SELF-MONITORING IN THE SECOND

L ANGUAGE !

Speakers monitor their own speech for errors. To do so, they may rely on
perception of their own speech (external monitoring) but also on an internal
speech representation (internal monitoring). While there are ilddta
accounts of monitoring in first language (L1) processing, it is not clear if and
how monitoring is different in a second language (L2). Here, we ask whether
L1 and L2 monitoring differ and if so, where the differences lie. L1 and L2
might differ in tke speed with which monitoring is performed but also in their
monitoring foci. We discuss studies on bilingual language control and suggest
that selfmonitoring might function as a lastsort control process. We
conclude with speculation on the role smitfnitoring might play in L2

learning and suggestions for future research.

! Broos, W. PJ, Duyck, W., & Hartsuiker, R. J. (2016Y.e r b a | Sel f Moni toring i
the Second Languageanguage Learning, §62), 132154.
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INTRODUCTION

When people produce language, they monitor their own speech for errors. An
error can, for instance, be made in the grammatical structure of a sentence or
in a certain word in a phrase that is pronounced in the wrong manner. For
exampl e, a speaker pronounces the sentence
angry.o (Poulisse, 1999) . I n this phrase,
with the wrong consonant and isracted shortly after. The system that is
responsible for monitoring speech, the gatinitoring system, was not able
to intercept the error 6band in time. Yet,
was noticed by produci ngpossibleerrarthatr ect wor d 6
could be realizédodrizgpntaloi oeaactt, H989) .
context (a task in which people often mentioned spatial attributes), it seems
that the speaker wanted to produce the worc
toohori zontal 6. Notice that only a small par
indicating that the selfnonitoring system intercepted the error before it was
produced in its entirety. Hence, the monitoring system can either monitor
speech that has alrgadeen produced via external monitoring but also speech
that has not been (entirely) realized yet by means of internal monitoring.
Bilingual speakers can monitor speech in any of their languages. In this
chapterwe ask whether monitoring in a second laamgi(L2) works the same
as in a first language (L1).

Before going more deeply into the system that monitors for speech
errors, we first ask whether speech errors themselves differ in the L1 and L2.
Poulisse (1999) wrote an elaborate review on slips oftdhgue in L1

speaking children and found that the nature of these slips is very similar to
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those found in L2 adult§he spoonerissiie,e x changes | i ke &édmad bun
instead of 6ébad moneyd) made by both group
context, lexichstress, and number of syllables (MacKay, 1970). Additionally,
Aitchison and Straf (1981) examined malapropisms, @@eech errors that
sound similar to the intended word) made by L1 children and L2 adults and
concluded that the same phonological fesgunf words were used by both
groups during word retrieval. But in a later paper, Poulisse (2000) discussed
some differences between L1 and L2 and the underlying processes that might
be responsible for the discrepancies. Importantly, Poulisse (1999) etbserv
precisely 2000 slips in L2 while only 137 slips were made in L1. She
explained this dissimilarity by arguing that speech production is less
automatic in L2 learners than L1 speakers. In fact, highly proficient speakers
made fewer errors than low profeit ones (Poulisse, 1999). Additionally, L1
speakers mostly make phonol ogical slips in
6pl and) . I n contrast, L2 speakers also fregqg
function words. Finally, L1 intrusions are sometimes dadr? production
(e.g.,thenoowor d o6l ui stend which is a blend of th
its Dutch translation Ol uisterend). So, b a
and different errors are made in L2 speech production than in L1 speech.
In addiion to differences in error distributions, there are also
dissimilarities in other aspects of speech production in L1 and L2, including
longer naming latencies (Kroll & Stewart, 1994), more Tip of the Tongue
states (Gollan & Silverberg, 2001), and morefldencies (De Bot &
Schreuder, 1993; Flege & Frieda, 1995) in L2. Additionally, language
processing in L2 is slower and more error prone in general, for instance in

sentence parsingPépadopoulou & Clahsen, 2003uditory word recognition
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(Lagrou, HartsWier, & Duyck, 2011), and reading (Van Assche, Duyck,
Hartsuiker, & Diependaele, 2009).

Because it is conceivable that selbnitoring uses some of the same
general mechanisms involved in language comprehension or production (see
below), these processirdjfferences between L1 and L2 suggest that self
monitoring may also differ between L1 and L2 speakers. Additionally, if
speaking in L2 is less automatic than speaking in L1, this may have
consequences for the amount of attentional resources that camberspelf
monitoring. This may lead to a reduction of monitoring accuracy or an
attentional shift towards one of several monitoring mechanisms (Oomen,
Postma, & Kolk, 2005; see below). Finally, bilinguals may use the same self
monitoring mechanism thateghy use for detection of &6éregul
function of language control (i.e., detecting fiarget language intrusions).

Of course, monolingual speakers also need to determine how to phrase their
speech and need to take context into consideratom, (to choose an
appropriate speech register) but so do bilinguals (in both their languages).
Hence, language control of bilinguals might be an additional monitoring task
in the speech of bilinguals. The remainder of this paper will review the
literaturewith respect to several aspects of the-s@hitoring system. First,

we briefly discuss theories of seffonitoring in L1. Second, we discuss
possible differences between L1 and L2 monitoring mechanisms, focusing on
monitoring speed and resources. Thirnitoring foci of both L1 and L2 will

be elaborated upon. Fourth, we turn to the role ofreelfitoring on language

learning. We end with a discussion and suggestions for future research.
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THEORIES OF SELF-MONITORING IN L1

There are two main approaches in the literature omsatfitoring. On the one
hand, there is the perceptibased approach, which argues that monitoring
depends on the comprehension system. On the other hand, there are
productionbased approaches, whichigae that monitoring is based on
production processes. The Perceptual Loop Theory is a percepted
approach that claims that the comprehension system is used to monitor both
onedbs own speech and someone el seds (Level
appoach assumes three distinct loops that transfer information to a central
monitor: the conceptual loop, the inner loop, and the auditory loop. The
conceptual loop decides whether the words and sentences that are used are
appropriate in a specific contexthe inner loop monitors the speech plan
before it is articulated, and the auditory loop monitors speech that is already
produced. Evidence for an inner monitor was provided by Motley, Camden,
and Baars (1982) who asked participants to perform a SLIP itaskh{ch
participants were asked -bacgpbddnatiheer Wwer dgp
primed with word pairs anfen@d)di f fConsmmnastr u
exchanges that led to taboo words occurred significantly less often than if
these did notorm taboo words.
The productiorbased approach differs from the percephaded
approach in that it assumes several independent monitors, which are situated
at different levels of the speech production system (De Smedt & Kempen,
1987; Laver, 1973; Stdnk Huber, & Willmes, 1987). A recent example of
this approach is the interactive tstep model of NozarDell, and Schwartz

(2011), which states that error detection is based on competing
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representations. If all goes well, only the representation of the correct response
(i.e., word or phoneme) will be activated (low conflict); but if there is an error,
both the representation of the correct and an incorrect response will tend to be
activatel (high conflict). Consistent with work in the domain of action
monitoring more generally (e.g., Botvinick, Braver, Barch, Carter, & Cohen,
2001) it assumes that conflict between alternative representations at a given
layer of representation (words or pleomes) is indicative of an error (where
conflict can be defined, for instance, in terms of the activation difference
between the two nodes with the highest activation: the smaller this difference,
the larger the conflict). Nozari et al. (2011) found thauzesic patients showed

no significant correlation between comprehension measures and error
detection but there was a significant correlation between production skills and
error monitoring.

Finally, a mixture of production and perceptioronitoring is the
forward modeling account of Pickering and Garrod (2014). Thermigh
evidence for forward modetg in the domain of motor control in general and
speech motor control in particular (Tian & Poep@014). The forward
modedling account assumes that spergkmonitor by means of predictions.
They first create a Oproduction command, 6
people create before linguistic encoding takes place. This command is used to
start two parallel processes. First, the command feeds into dlaegbion
implementer, which in turn creates an utterance that contains information on
semantics, syntax, and phonology. The utterance is processed in order to
create the utterance percept, which also includes semantic, syntactic, and
phonological informabn. Second, an efference copy of the production

command is sent into a forward production model. This model creates a
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predicted utterance, which is fed into the forward comprehension model. The
comprehension model creates a predicted utterance perceplly,Fthe
monitor is able to compare the utterance percept and the predicted utterance

percept at several linguistic levels.

DIFFERENCES IN MONITORING MECHANISMS BETWEEN L1 AND L2

In this section, we review studies that asked whether L1 and L2 monitoring
mechanisms (only) differ in aspects such as processing speed and capacity
demands or whether there are fundamental differences (e.qg., in terms of types

of monitoring channels used).

M ONITORING SPEED

Thespeed of monitoring in language production has vecksome attention
(Blackmer & Mitton, 1991; Declerk & Hartsuiker, in preparation; Levelt,
1983; Oomen & Postma, 2002; Seyfeddinipur, Kita, & Indefrey, 2008; Van
Hest, 1996) and there is an ongoing debate whether monitoring speed is the
only difference betveen L1 vs. L2 or whether other elements of the
monitoring system differ as well. Two intervals that are often distinguished in
discussions about the speed of monitoring are the error-tuffcamd cutoff

to repair intervals. The former represents thetbetween the moments when

the error is made and when the speaker stops speaking and the latter denotes
the amount of time between the interruption and repair onset (Levelt, 1983).

Van Hest (1996) argues that the difference between L1 and L2 monitoring is
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guantitative since she only found a difference in monitoring speed. In
particular, cuoff to repair intervals were longer in L2 for appropriateness
repairs (e.g., the dotthe red dot) and covert repdifeepairing an error before

it is made) than in L and error to cudff intervals were only longer for
appropriateness repairs in L2.

Oomen and Postma (2001) manipulated these time intervals by means
of a visual network task in which participants were asked to describe the
trajectory of a red dot thatag displayed on the screen. The red dot either
moved according to a normal rate or a fast rate. Both the error-tff@nd
cut-off to repair interval were shorter in the fast rate condition than the normal
rate condition. The number of corrected errdid not differ sigificantly
between conditions. In eore recent study, Declerck and Hartsuiker (in
preparation) used the same timing manipulations as Oomen and Postma in
order to simulate speech and monitoring speed in L1 vs. L2. Timing was
manipulatedn such a way that normal speech rate in L1 was similar to fast
speech rate in L2. The relationship between the error toftahd cutoff to
repair was tested, as well as the effects of speech rate on the length of the two
intervals. In both L1 and L2,dbh the cuoff to repair times and error to eut
off times were descriptively shorter in fast vs. normal speech indicating that
intervals vary as a function of objective speech rate (although the speech rate
effect was only significant for the error to eff intervals). There was also a
positive correlation between both time intervals. Importantly, it was also
observed that the cuiff to repair interval was significantly longer in L2 than
in L1. Hartsuiker and Kolk (2001) implemented a computational irzased
on Leveltédés perceptual |l oop theory

speech rate parameter that influences the speed of every part of language

adc
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comprehension and production. Faster comprehension in this model leads to

earlier error detection anldence a shorter error to eoff interval. Faster

production results in faster repair planning and therefore a shorteff ¢at

repair interval. This model simulated Oomer
on both intervals, and it is compatible with thesults of Declerck and

Hartsuiker (in preparationyho foundthat objective speech rate determined

the intervals.

REDUCED RESOURCES INM ONITORING

Besides the interruption and repair times, monitoring speed can also be
influenced by the amount of attentibrmasources that are available during
monitoring. Oomen and Postma (2002) performed a study in which they
focused on the effects of reduced processing resources during speech
monitoring. Specifically, they wanted to observe whether the speed of
monitoring was affected when fewer attentional resources were available.
This was done by observing speech monitoring in atdsél paradigm. It was
found that fewer errors were repaired in the dask than in the singlask
condition in both speech productiondespeech perception. Furthermore, the
error to cuoff time and cubff to repair time were shorter in the daatk

than the singl¢ask condition. Their explanation was that speakers shift
attention towards the piaticulatory channel when resources secarce and

that error detection is faster when focusing on the internal monitoring system

than the external one.
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Monitoring speed in dual task conditions has also been examined in
L2. Using the same paradigm as Oomen and Postma (2002), Declerck and
Kormos (2012) tested whether the efficiency and accuracy of speech
monitoring in L2 are affected by single and dual task conditions. Significantly
more lexical errors were made and fewer errors were corrected in the dual
task condition. Moreover, more proficieb2 speakers had a higher speech
rate than less proficient speakers and made significantly fewer errors.
However, there was no dui@sk effect on the time course of monitoring. The
authors argued that considerable attention and conscious processigid ne
in L2 speech production. Adding another task would therefore not affect
speech production since conscious attention is already required to perform this
task.

Summarifng, both studies show that more errors are made and fewer
errors are corrected ime dualtask condition. However, results differ with
respect to the time course: Oomen and Postma (2002) observed shorter
interval times in the dudhsk condition in L1, but Declerck and Kormos
(2012) found no duahsk effect on the time intervals in L2

DIFFERENCES IN MONITORING FOCI BETWEEN L1 AND L2

One other possible difference between monolinguals and bilinguals with
regard to monitoring is that bilinguals need to exert language control in order
to ensure that they will speak in the proper langu&geh control might

involve monitoring, in addition to other mechanisms. A possible mechanism

of language control is proposed by La Heij (20@8)0 suggested that the
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language in which a bilingual intends to speak is part of the preverbal message.
Thus, he decision to use a certain language is made early on in the speech
production process. Moreover, he claimed that monolingual speakers perform
a similar action in that they need to decid
speech when talking to a pessor or informal when speaking to a family
member). Therefore, language control is part of the choice of register in case
of bilinguals. A similar notion is proposed in the Inhibitory Control (IC) model

by Green (1998) and Poulisse and Bongaerts (1994 angue that a language

tag (Albert & Obler, 1978; Green, 1986, 1993; Monsell, Matthews, & Miller,
1992) is already attached to the conceptual representation. Other models
assumethat language control is specified pdskically. In comprehension,

the BIA+model (Dijkstra & Van Heuven, 2002) claims that information from

the phonological and orthographic word identification processes is used to
help select a language. Models of lexisghtactic representations in
production (Hartsuiker, Pickering, & Veltkaan2004) assume connections
between lemmas and language nodes. Whatever the precise locus and
mechanism of language selection, we argue that there are two ways in which
selfmonitoring can help this process, namely an early process of monitoring
the contek to decide upon which language to use and a late process of

checking whether speech adheres to the initial language choice.

PRE-ARTICULATORY CONTROL FOR L ANGUAGE

Can prearticulatory monitoring prevent language errors? In order to answer

this question, w must know which monitoring criteria are used and whether
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different criteria are used in L2 thamL1. A possible monitoring criterion,
which has generated much debate in the literature, is lexical status (i.e., is an
upcoming utterance a word or nothd lexical bias effect, the phenomenon
that phonological errors result in words more often than predicted by chance,
has been taken as evidence that the monitor uses this criterion. Specifically,
discrete models argue that the lexical bias effect is d fgore-articulatory
monitoring (Levelt, 1989; Levelt, Roelofs, & Meyer, 1999; Nooteboom,
2005). Interactive models, however, claim that this effect represents feedback
between the lexical and the phonological level as claimed by interactive
models (Dell 1986; Harley, 1993; Rapp & Goldrick, 2000). The self
monitoring account states that the galfnitoring system filters out more
word errors than newords errors before speech production. The feedback
account states that phoneme representations capramiy representations of
existing words, not of neaxisting ones, increasing the chance of aweat
error. Finally, Hartsuiker, Corley, and Martensen (2005) showed that the
lexical bias effect in L1 was modulated by context (also see Baars, Motley, &
MacKay, 1975). Based on their pattern of results, they argued that both
feedback and sethonitoring created the lexical bias effect.

Importantly, this same issue was also investigated in second language
processing; Costa, Roelstraete, and Hartsuiker {20&6nined whether there
is also feedback between the phonological and lexical level in second
language production and whether phonological activation can spread from one
language to another in Catal8panish bilinguals. Results revealed a lexical
bias efect when the SLIP task was performed in the L2 of the participants.
During the SLIP task, participants are presented with certain constructions of

(non)word pairs (e.g., codgoan) in order to elicit speech ersawherncertain



VERBAL SELF-MONITORING IN THE SECONDLANGUAGE 33

word pais haveo be proounced (e.g., roaidcoat instead of coadroat). A
lexical bias effect was also seen when the resulting error was a word that
existed in the nomesponse language (Catalan). Thus, the lexical bias effect
(arguably resulting from sethonitoring and fedokack) can spread across
languages in bilinguals. Importantly, these results do not argue for language
as a monitoring criterion. If language had been a criterion, then all Catalan
words would have been considered errors and the lexical bias effect imrCatal
would have been eliminated. However, a study that elicited language
intrusions (Hartsuiker & Declerck, 2009) did find evidence for language being
a criterion of the monitoring system as half of the language intrusions were
repaired.

Summarifng, the lical bias effect occurs both in L1 and L2,
suggesting similar effects of feedback and internatmselfitoring in both
languages. However, it is not clear whether target language is a monitoring
criterion: the finding of the lexical bias effect in a Aanget language argues
against monitoring for language, but the many-seifections of language
intrusions argue in favour of it. Further research is needed to determine
whether language monitoringan be viewed as a last resort mechanism to
prevent langage intrusions or whether only (external) monitoring repairs

language intrusions after they have become overt.

EXTERNAL CUES IN LANGUAGE SELECTION

Several studies have asked whether bilinguals use external cues to help

determine what language should beduse expected (Duyck, Van Assche,
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Drieghe, & Hartsuiker, 2007; Elste@uttler & Friederici, 2005; Elsten
Gauttler, Gunter, & Kotz, 2005; Gollan & Ferreira, 2009; Lagrou, Hartsuiker,
& Duyck, 2012; Paulmann, Elstaaittler, Gunter, & Kotz, 2006; Van Assche
et al., 2009). This will be discussed in the following sections.

Comprehension

In comprehension, external cues can be visually present, as in written sentence

context or be part of auditory input of speech. El&aittler, Gunter, and Kotz

(2005) focused on the visual aspect of comprehension and performed a

semantic priming study inhich they looked at processing of Gerntamglish

homographs (e. g., 60Gi ftd meaning Opoisonbd
English) in sentence contexts. Gerntamglish bilinguals were first presented

with a movie containing either German or English subtitfesr avhich they

were asked to perform a lexical decision task. Semantic priming (on reaction

times and ERP components) was only observed for speakers who saw the

German version of the movie in the first half of the experiment. In a further

sentence contexdtudy, Van Assche et al. (2009) showed that the cognate

(@)}

effect (faster recognition of words 1|ike
with dissimilar translations) survived even in an L1 sentence context,

indicating that representations of the L2 ar#igently activated to affect

word recognition. Hence, even though the language of a sentence could be

used as a strong cue to facilitate lexical search by eliminating almost half of

all available lexical candidates, even a unilingual sentence context is

apparently not used as for language selection in bilinguals.
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A study that focused on ttauditory modality of comprehension was
carried out by Lagrou et al. (2013). They investigated whether knowledge of
the first language is influential when listeningat@econd language and vice
versa. Moreover, they observed whether the first language of the participant
affects the selectivity of lexical access of the listener. DEioglish
bilinguals were slower when listening to crdisgual homophones (e.g.,
Dutch6bosd6 (forest) and English &édbossb)
to control words. Moreover, the homophone effect was independent of the
native language of the speaker, indicating that speaker accent was not used as
a cue to narrow down languagdextion. The effect was found when listening
to Dutch and to English, suggesting that sentence context is not used by the
listener to fully attend to one single language. If this were the case, then this
effect should not occur at all. It must be noteat Duyck et al. (2007) found
that sentence context may nullify L2 effects of #dentical cognates
(perhaps because activation spreading across language is weaker in non
identical cognates). There is also some evidence that factors like predictability
can reduce cognate effects (Schwartz & Kroll, 2006). So, even though
sentence context might affect the amplitude of the cognate effects, external
cues in speech comprehension are not used by bilinguals in order to monitor

what language should be used ondpexted.

Production

In research on languages cues in production, two types of cues have been
considered: the language used in a specific context and properties of the

speaker (e.g., faces). Even though a considerable amount of research has been

t
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done on language switching (Costa & Santesteban, 2004; Hernandez &
Kohnert, 1999; Meuter & Allport, 1999), not many studies have focused on
switching in a dialogue setting. In such a situation, the language of an
interlocutor might act as a language cud affect the production of the other
speaker. Gambi and Hartsuiker (2015) asked whether bilingual speakers are
slower when switching to the other language than the language that was just
used by an interlocutor. This was examined by means of a joint igmgua
switching task in which a pair of Dutdbnglish bilinguals was asked to name
pictures. Norswitching participants were slower in naming pictures in their
L1 after the interlocutor named pictures in L2 than in L1. This effect was even
stronger for highlyproficient bilinguals. Obtained results suggest that the
process of choosing languages is shared between production and
comprehension as speech production is slower after hearing a language switch
(see also Peeters, Runngvist, Bertrand, & Grainger, 2014).

Next to the language or speech of the interlocutor, faces can also be
used as an external cue for bilinguals to tune into a certain language (Li, Yang,
Scherf, & Li, 2013; Molnar, Ibafielolina, & Carreiras, 2015; Woumans,
Martin, Vanden Bulcke, Van Aske, Costa, Hartsuiker, & Duyck, 2007;
Zhang, Morris, Cheng, & Yap, 2013). Woumans et al. (2007) performed
experiments in which bilinguals were asked to answer questions from their
interlocutor after being familiarized with their faces. The quesiiamhether
bilinguals use the face of an interlocutor in order to decide what language to
speak was of particular interest. It was found that congruent trials were reacted
to significantly faster than incongruent trials and more importantly, the effect

disappearé after some incongruent trials. Hence, evidence suggests that a
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face is not used as a cue for language selection anymore from the moment that
participants know that the interlocutor may speak more than one language.

The above study has shown that facesiadeed used as cues for
bilinguals when deciding what language to spedkee also Gollan, Schotter,
Gomez, Murillo, and Rayner (2014) for language intrusions in reading aloud
mixed-language paragraphs). Hartsuiker and Declerck (2009) asked whether
face cues can also lead speakers astray during language production. In
particular, they wanted to see whether function word intrusions would occur
in a second language if inconsistent cues are presented. This was investigated
by a oO6famous f ot ®gtdh ano &mglisid in gvinich three
pictures of famous faces (Dutch or English) were presented, some of which
move up or down the screen. Participants were asked to tell which pictures
went in what direction. When the task was performed in Dutch, thehDut
function word 6end (and) was often replaced
while in the English task, the word 6andod w
Yet, the effect was much stronger when the task was performed in the L2
suggesting that words L1 might be stronger competitors. Hence, the
association between the faces of famous people and the language they speak
yields more language intrusions, indicating that faces activate a certain
language even when this is not beneficial to the speaker.

To summarize, recent studies on external language cues have shown
that language context is not used as a strong external cue for language
selection, neither in visual nor in auditory perception. In language production,
however, faces can be used as anreateue to zoom into a certain language
up until the point that speakers know that an interlocutor is bilingual. The

question that remains is to which extent external cues are used and why this
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differs between production and comprehension. In order tweanthis,
studies have to be performed in which the type of cues are kept constant across
modalities.

THE NATURE OF MONITORING FOCIIN L2

As speaking in the L2 is more difficult than in the L1, other foci might be part
of the L2 monitoring system. The Lariguage system in L2 learners is not
fully developed yet and their production skills are less than optimal. Some
speakers struggle with creating grammatical sentences while this is easier for
other speakers, but all L2 speakers (more so than L1 spealecsnaerned
with conveying their intentions in their L2 in an appropriate manner. In
general, more syntactic errors are made by L2 speakers than L1 speakers and
low frequency words yield a higher number of lexical and phonological errors
(Koval b fférénttlpgs. of r€pair are also observed in L2 speakers
depending on their proficiency level: low proficient L2 speakers make more
lexical and phonological error repairs while highly proficient speakers use
more appropriateness repairs for lexical itewean(Hest, 2000). This suggests
that the focus of monitoring for less proficient L2 speakers is more on the
content of the message while more proficient speakers can pay more attention
to appropriateness.

Another monitoring focus that may be emphasizedenmot2 than in
L1 is the effect that speech production has on the interlocutor (a monitoring
l oop that Post ma, 2000, call ed Afknowl edge

reactions of the interlocutor (either explicitly or implicitly), L2 speakers will
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know whether their communicative efforts were successful or not. This is the
first part of the process where there is an emphasis on the perception system
in that the L2 learner interprets the reaction of the interlocutor. The second
part is concerned with incoopating the information in the language
production system. If explicit feedback is received (e.g., when the interlocutor
says that a certain word is used in the wrong way), adjustments of internal
representations can be performed. If positive feedbaek&ved, then this is

a confirmation that representations are already set in the right manner. Less
proficient speakers will presumably rely more on this monitor than more
proficient speakers as they have less confidence in their ability to
communicate iheir L2. Overall, the amount of emphasis on feedback of the
interlocutor will depend on proficiency level and the nature of this feedback.
Summarising, L2 speakers are likely to be more concerned with the content of
their speech than the form and mightde more on feedback of their

interlocutor.

THE ROLE OF SELF-M ONITORING ON LANGUAGE L EARNING

L2 PRONUNCIATION

When L2 speakers converse with native speakers, they adjust their speech to
that of their conversation partner (Hwang, Brennan, & Huffman, 2Qib,

Horton, & Bradlow, 2011; Kim, 2012). L2 speakers hear ndtkee
pronunciation of phonemes that do not exist in theirviddich might make

them create new phonemic categories depending on the proficiency of the
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speaker and the similarity of the n@lvoneme with other similar phonemes

in the L1 inventory of the speaker (Best & Tyler, 2007; Flege, 1995). L2
speakers will use sethonitoring to compare the pronunciation of the L1
speaker (using it as a standargd) and
native phoneme. By monitoring speech output of the native speaker, they
might be able to learn new phonemakich in turn helg speakers determine
whether they sound like a native speaker.

Speech alignment is not only seen when one's own feedback is
perceived but also when a speaker has a conversation with another speaker.
Hwang, Brennan, and Huffman (2015) focused on phonetic alignment of
KoreanEnglish bilinguals. It was found that participants pronounce- non
native phonemes in a more natiZaglish maner after having spoken with a
native speakeof Englishas opposed to a nerative speaker. Hence, L1
production of the native English confederate has greater influence on L2
production of L2 learners than speech production of anadive confederate,
indicating that the monitoring system not only monitors speech production
from an interlocutor but is also able to regulate the amount of alignment
depending on the nature of speech production of the interlocutor.

Next to learning from speech outputrftanative speakers, Linebaugh
and Roche (2015) have shown that L2 speakers can also adjust phonemic
boundaries of nonative phonemes more accurately after pronouncing them
more nativdike. First year Arabic English students learned to pronounce non
nativephonemes more natilike after having received articulatotsaining.

During articulatory training, participants were first asked to listen and repeat
the phonemes after which detailed instructions on the exact positioning of the

tongue and jaw were given. At the end of the training, participants produced
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the contastive phonemes in rapid succession. After training, L2 speakers were
able to distinguish nenative contrasts more accurately than before training
indicating that perception is positively influenced by a more nditiee
production. Hence, L2 speakers bénfrom increased selhonitoring during
production of nomative phonemes in that their perception of these phonemes
improves as well.
In short, the above studies have shown that thexsatiitoring system
is able to adapt phonemic boundaries and casitipely affect L2
pronunciation. It does so by monitoring one
el se6bs and can in fact determine how much
optimise L2 speech production. Since the system only adapts language
production when amore nativdike realisation is perceived, it can be
considered an effective learning mechanism. Thus, L2 speakers can use the
selfmonitoring system in order to validate whether their speech is fii/e
even though subsequent speech production mighaivays improve as a

result.

L2 LEARNING ON THE LEXICAL LEVEL

There is more to learning a second language than just pronunciation;
mastering the lexicon of a particular L2 is of vital importance, too. Costa,
Pickering, and Sorace (2008) argue t@ne degree of lexical alignment is
seen in any conversation whenever possible in which case representations of

the interlocutors become more similar (Pickering & Garrod, 2006). As in
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pronunciation, the selhonitoring system is used to compare the native

realisation and oneds own (as exemplified i

(1) L2 speaker: | am not able to call with my mobile phone
anymore
L1 speaker: Then you should buy a new cell phone

L2 speaker: But the cell phoh&ant is too expensive

The L2 speaker imitates the word 'cell phone' since s/he realizes that it sounds
more natural. The monitoring system detect
natural and incorporates it in the speech plan of the L2 speaker. This
information is subsequently used when pronouncing the next utterance. In this
case, the L2 speaker learns from the interlocutor.
Yet, additional factors might affect the amount of lexical alignment
and therefore the ability to monitor by comparing speecputfCosta et al.,
2008). Lack of knowledge of the second language can prevent alignment, for

instance, when the L2 speaker is not sure what a certain word means (2):

(2) L2 speaker: The top of the trees in that forest is always green
L1 speaker: It is known for its beautiful canopy.
L2 Speaker: Since it is autumn, it surprises me that the top of

the trees does not turn brown

The L1 speaker us es deschipionwfdhe 02 sgeakarnopy 6 f or
(i.e. the top of the trees). However, sentential context is not enough to extract

its meaning. As the L2 speaker does not know what the word means (or that
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the L1 just used a word that covers his/her description), the woralsanot

be applied. Hence, lexical alignment is not realized due to lack of knowledge
of the second language, an aspect that was not influential during phonemic
alignment. Finally, the first language of the speaker can also influence the
amount of lexial alignment. In particular, the amount of lexical alignment is
sometimes correlated with the phonological similarity between the first and
the second language (Costa et al., 2008). For instance, an L1 speaker of
English might use the word 'skinny' aftehish an L1 speaker of Dutch uses
the English word 'thin'. This word is phonologically similar to the Dutch
equivalent 'dun' (thin) which might cause a lack of lexical alignment. Still, it
is clear that the monitoring system plays an important role inxth@ction of
nonnative sounds and words while an increased amount efmsalitoring

helps to subsequently apply this knowledge during L2 speech production.

DIsSCcUSSION

The currenthaptemprovided a brief overview of the different setonitoring
theories and examined potential differences between the L1 and L2
monitoring mechanisms. It also considered the role ofmsetfitoring on
second language learning with regard to pronunciation and lexical learning.
We end here with some speculation on pdssiifferences of the L1 and L2
monitoring system by discussing speech error data, forward models, and
conflict-monitoring. Finally, we offer suggestions for future research on the

use of register in L1 and L2, the effect of reduced resources in L2 miogjtor
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and how L2 studies can distinguish between the currentmseiitoring

accounts.

SPEECH ERRORS

Findings from speech error studies revealed that certain errors (spoonerisms
and malapropisms) are formed in the same manner in L1 as in L2. This
suggest that the monitoring system uses identical phonological and prosodic
criteria in both first and second language monitoring. Still, different error
patterns of L1 and L2 speakers indicate that monitoring in L2 is not identical
to monitoring in L1. Secondihguage speakers make significantly more slips
during speech production, especially in function words. Native speakers,
however, make fewer slips meaning that the monitoring system detected more
covert errors. Additionally, blends between L1 and L2 traiosiaequivalents

are produced by L2 speakers meaning that their L1 influences the types of
errors that are made. Hence, the L2 monitoring system seems to have a
different focus since it prioritises content over appropriateness and form.

Whether language &n additional criterion is still up for debate.

THE QUALITY OF PREDICTION

Another possible difference between monitoring in L1 and L2 concerns the
quality of predictions (forward models) of how L2 speech will sound. That is,
if an L2 speaker hadifficulty producing and perceiving a certain phoneme

(e.g., one that does not occur in L1), it stands to reason that it is also difficult



VERBAL SELF-MONITORING IN THE SECONDLANGUAGE 45

to create a nativkke forward model of that nenative phoneme. Imagine

that an L1 speaker of Dutch is confronteittmthe noan at i ve phoneme [ A/ ac
i n ondkmre y 6 . Native speakers of Dutch tend to
the vowel /a&/ (Collins & Mees, 2003). When
the phonology of the predicted utterance (that follows from the forward

production model) and the predicted utterance percept will not be as optimal

as that of a native speaker. The semantic and syntactic information will most

l' i kely be well defined since 6monkeyd i s a
productionrepresentations still not ideal. When the comparison is made

between the two percepts, subsequent speech production is nolikatitree

realization of the vowel I Al is more simidl
learner produces a vowel that is identical to hiker forward model, it does

not mean that the pronunciation is natiike. Hence, the nature of the forward

models in L2 is different as they are not optimal when compared to those of

the L1. Consequently, alignment in pronunciation will not be observed

because the L2 speaker is unaware of the less than optimal representation.

Awareness ofthenemat i ve pronunciation can be gai nec
own speech and playing it back. This recording can then be compared to that

of native speech afterwhichte L2 speaker6s percept can becc
like.

CONFLICT -MONITORING

As mentioned, the interactive tvatep model of Nozari et al. (2011) is a

model that uses conflict as a basis for error detection. When considering
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participants that speak their first language, activation patterns are strong
and abnormal patterns act as a cue and encourage the monitoring system to
increase monitoring. Contrary to representations of L2 speakers, the lexical
and phonemic representations in the minds of thespdaker are well
established (see also Gollan, Montoya, & Sandoval (2008), the weaker links
hypothesis). Weaker representations in L2 speakers lead to weaker
connections between layers of representations, making conflict less useful for
the detection of eors (as is shown in the case of aphasics by Nozari et al.).

A main difference with representations in L2 when compared to L1 is
that these representations on several layers can be influenced by the native
language. Translation equivalents might causesrmonflict at the word level
as the word forms are different. Words that have a similar meaning and a
similar form in L1 and L2 (i.e.cognates) would positively affect the stored
lexical representation of that word. This particular lexical repretientaf
the English word is thereforauch better established than words that are not
identical or similar in this respect. Note, however, that there will most likely
be more conflict on the phonemic level since the pronunciation of these words

is different. This holds for translations in which the dissimilar phonemes both

exist in the L1 (e.g., English é6tend vs.

Dutch). Importantly, conflict will be greater if the dissimilar phoneme does
not exist in the L1. Thus, the mgsentation of the phonemic representations
of the nonnative vowel of the L2 speaker is not as accurate as that of the L1
speaker. This in turn leads to weaker activation patterns and reduces
monitoring success. Consequently, the lexical representatitbrbsviless

accurate as well. In short, monitoring success might be correlated with the
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characteristics of the production weights, which is where the difference
between L1 and L2 monitoring lies in this case.

CHALLENGES FOR FUTURE RESEARCH

Let us revisithe matter of language control and register. As discussed above,
both monolinguals and bilinguals need to decide what register they will use
during language production. Monolinguals must choose to use formal or
informal language (depending on context) wHillinguals must also decide

in what language to speak. We argue that appropriateness monitoring not only
decides whether a certain word or grammatical construction is used in the
correct context but that it can also be used to select the appropriatadang

One major challenge is to decide whether language monitoring can be seen as
a last resort in order to prevent language intrusions or whether external
monitoring only repairs intrusions after they have become overt.

Another question that is yet to baswered is why L1 speakers make
more errors and detect fewer errors when resources are reduced, whereas this
difference is not seen in L2 speakers. The effect in L1 is explained by arguing
that their attention shifts towards the preverbal message (gmmah loop)
when having fewer resources available because it is faster, which in turn
indicates that it is more automatic. The lack of such an effect in the L2
suggests that attention does not shift towards the internal loop and further
supports the notimthat the monitoring process is less automatic than in L1.
Additionally, it can be argued that the monitoring system is already more

active in a second language than in the first but in what way is it more occupied
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and how exactly is this applied? By pmrhing dual task studies where
different monitoring loops (external vs. internal) are involved, more insights
into the relation between resources and the workings of the monitoring system
in L2 might be obtained.

Finally, studies on L2 monitoring miglsupport one of the current
selfmonitoring thedes that exist in L1. By focirsg on different modalities
such as production and comprehension during specific monitoring tasks in
both the L1 and L2, the question by which modality monitoring is driven
might be answered. If it turns out to be a combination of multiple modalities,
then the forward modelling account is supported. If only one modality drives
monitoring, then this strengthens the claim of eith& production or

perceptiorAbased approaches.

CONCLUSION

This chapterprovides an overview of the differences between verbal self
monitoring in the first and second language of speakers. In particular, it
evaluated the mechanisms of monitoring in both L1 and L2 and considered
potential differences in nmatoring foci. The main difference in monitoring
mechanisms between L1 and L2 is the length of the timevaitgrespecially

the cutoff to repair interval. We identified several major issues that have
remained unaddressed, such as differences in maowjtimti between L1 and

L2 in which we argue that monitoring acts as a last resort in preventing
language intrusions. Moreover, insights into the nature of L1 and L2

monitoring foci were provided. Finally, we interpreted the role of-self



VERBAL SELF-MONITORING IN THE SECONDLANGUAGE 49

monitoring on diffeent levels of L2 learning and speculated on further
differences in monitoring by describing the workings of -sadinitoring
accounts in the L2 while suggesting topics for future research.

NOTES

1: It must be noted that Van Hest assumed that disflegnegre interpreted
as covert repairs
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CHAPTER 3
ARE HIGHER -LEVEL PROCESSES DELAYED IN SECOND
LANGUAGE WORD PRODUC TION ? EVIDENCE FROM
PICTURE NAMING AND P HONEME MONITORING *

There are clear disadvantagasthe speed of word production and
recognition in a second language (L2), relative to the first language (L1).
Some accounts claim that these disadvantages occur because ofdgiow
in lexical retrieval and phonological encoding. But it is also possibat the
slowdown originates from a later part of the production process, namely
articulatory planning or articulation. First, we demonstrated that there was
indeed an L2 disadvantage of about 100 ms in a pictameing task in a
pictureword interfereice (PWI)paradigmwith phonologically related and
unrelated distractor words. Nextagicipants from the same population
performed a combined phoneme monitoring task / PWI task with the same
stimuli. Importantly, L2 speakers were not slower in phonemétaniog)

than L1 speakers. These findings suggest that thedstam typically

observed in L2 speech production may not be situated at phonological or
pre-phonological stages of speech production, but rather in a later stage of

speech production.

! Broos, W. P1, Duyck, W., & Hartsuiker,R. J. éubmitted. Are higherlevel
processes delayed in second language word production? Evidence from picture
naming and phoneme monitoriricganguage, Cognition, and Neuroscience.
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INTRODUCTION

Speaking in oneds native | anguage
right words quickly and accurately. However, when having to speak in a
second language, we tend to speak slower and be morgynar (Van Hest,
1996). For instance, sevesdldies reported that picture naming in a second
language (L2) is slower than in a first language (L1) (Gollan, Montoya, Cera,
& Sandoval, 2008; Starreveld, de Groot, Rossmark, & van Hell, 2014). There
are several hypotheses explaining these L2 disadyasithut they often have

in common that L2 speakers would be slower because they have difficulty
retrieving the words from the mental lexicon. However, a slown in
picture naming does not necessarily imply that lexical processes are slower,
as this taskot only involves highelevel speech planning processes, but also
includes lowetlevel processes such as articulatory planning and articulation
(Hanulova, Davidson, & Indefrey, 2011). The aim of this study is to test
whether L2 speakers are indeed slotetause of difficulties in highdevel
processes such as conceptualization, lexical retrieval, and phonological
encoding or alternatively, whether the sidewn is situated further
downstream in the speech production process.

Multiple studies have showthat L2 speech production is slower, more
disfluent, and more prone to errors than L1 speech (Gollan & Silverberg,
2001; Poulisse, 1999; Poulisse, 2000). Poulisse (1999), for instance, found
exactly 2000 slips in 35 hours of English (L2) speech produgittte only
137 slips were found in the same amount of time in L1 speech. Furthermore,
a proficiency effect was found in that more proficient L2 speakers made fewer
errors than speakers that were less proficient in their L2. Additionally, L2

speakers madeare errors in content words than L1 speakers. Theffthe
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Tongue (TOT) phenomenon, where speakers cannot find a word they are
certain they know, also occurs more frequently in L2 timahl speakers.
Gollan and Silverberg (2001) tested monolingual English speakers and
bilingual HebrewEnglish speakers by presenting them with descriptions of
words. The bilingual participants showed a higher TOT rate than monolingual
speakers in both langges.

One hypothesis that explains the sldawn in L2 speakers is the
weakerlinks hypothesis (Gollan et al., 2008). The wedkss hypothesis
starts from the observation that bilinguals necessarily have to divide language
practice across two languagss,that lexical representations of L2 words (and
to a certain extent L1 words) are weaker and less detailed (Finkbeiner, Forster,
Nicol, & Nakamura, 2004; Gollan et al., 2008). As a consequence, it is more
difficult for bilinguals to access linguistic regsentations in L2 which results
in slower and less accurate retrieval of words. In addition, this leads to weaker
activation spreading to other processing levels in L2 speakers. Gollan and
Silverberg's (2001) TOT study suggests that hiddnegl processesuch as
lexical retrieval are more difficult in L2 than in L1. Their findings are
consistent with the notion that competition between translation equivalents
causes TOT but also with the claim that less frequent word use causes this
phenomenon. Additionlgl, Gollan, Montoya, and FennerNobtestine (2005)
asked whether the L2 sledown would still be present if Spanifimglish
bilinguals (whose dominant language was English) would repeatedly name
the same pictures in a picture naming task. The findings emmpared to
those of English monolinguals. Consistent with the webikks hypothesis,
the L2 slowdown disappeared in the bilingual group with practice: they were
still significantly slower than the monolinguals for the third repetition but no

significart differences were found for the fifth repetition. lvanova and Costa
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(2008), however, tested a group of monolinguals Spanish speakers, a group of
SpaniskCatalan bilinguals whose dominant language was their L1 (as
opposed to a bilingual group whose dominkamguage was the L2 as in
Gollan et al. 2008) and a group of Catatgmanish bilinguals. A slowlown
was found when comparing the monolingual Spanish group and the bilingual
SpaniskCatalan group in that the bilinguals were slower in naming pictures
in both their L1 and L2 as opposed to the monolinguals. The bilingual Catalan
Spanish group was also slower at naming pictures than the monolingual group.
Moreover, the L2 slovdown was not resolved in either of the bilingual groups
after five repetitions, airiding that does not support the weakBks
hypothesis.

Alternatively, it is also possible that L2 delays in production occur
farther downstream (i.e., duriragticulatoryplanning or articulation). After
all, the processes involved in articulation alearly difficult and time
consuming (i.e., they take longer thiamical retrievalaccording to Indefrey
and Leveltbés (2004) time course analysis of
a possible candidate for L2 disadvantages. One reason articulation ighi2 mi
be particularlydifficult is the need to program and execute speech motor
commands that are unusuahon-existentin L1. Simmonds, Wise, and Leech
(2011) reviewed L2 speech production with regard to articulation and the
integration of motor and sengoaspects of nonative speech. They argue
that the articulation of nenative phonemes is particularly difficult for L2
speakers (see also Alario, Goslin, Michel, & Laganaro, 2010). Hanulova,
Davidson, and Indefrey (2011) reviewed picture naming stutisused
several experimental designs and also argue for the L2 disadvantage in picture
naming to be situated at the pps$tonologicallevel. Hence, the difficulties

that L2 speakers encounter are not necessarily situated at the semantic or
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phonological tages of speech productionytitheir underlying cause may
occur later during the process. We will refer to this possibility as the
articulatory delay hypothesis.

There has been empirical support for the articulatory delay hypothesis.
Hanulov4, Davidson,ral Indefrey (2008) for instance, performed an ERP
study where Dutclienglish bilinguals were asked to perform a delayed
naming task in a go/ngo paradigm. The go/ago paradigm in this study
entailed that participants either do or do not press a buttpendiang on a
particular decision that had to be made. Before pressing the button,
participants were asked to either decide if the depicted object was manmade
or natural or whether the picture name started with a particular phoneme (see
Schmitt, Munte, andKutas (2000) for a dual go/rgo task). Whether the
button was pressed or not depended on the decision. This way, the paradigm
reveals the time course of both semantic and phonological information of the
picture that is presead on the screen at that tim&he N200 was the main
component of interest since this has been argued to reflect response inhibition
(Jodo & Kayama, 1992). The rationale behind this particular paradigm is that
participants can only inhibit a response if there is enough informatida to
so, leading to corresponding N200 responses. The timing of these responses
can then be used to determine when semantic and phonological activation is
present. Hanulova et al. (2008) did not find a significant difference between
the intervals between samtic and phonological N200 responses in L1 or L2
(also see Guo & Peng, 2007). This does not support the existence of a slow
down in the L2, at least up until phonological retrieval of the initial phoneme.

It rather suggests that the slalewn occurs latein the speech production

process.
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To test whether the slodown in L2 is situated at a pghonological
or postphonological stage, our study used pgi®mneme monitoring task in
production In this task, participants silently extract a word froeirtimental
lexicon and respond with a button press if that name contains a target
phoneme. Arguably, this task involves the planning stage up until
phonological encoding, but not articulatory planning or actual articulation. As
the participants do not hate produce speech in the task, it is highly unlikely
that they will plan articulation. The phoneme monitoring task was introduced
by Wheeldon and Levelt (1995) who aimed to determine the time course of
phonological encoding. Participants first memorizedutdi-English
translation pairs, such &fter-hitchhiker Once the pairs were remembered
correctly, the experimental phase began in which a phoneme and an English
word were presented auditorily. The participants were asked to press a button
if the phonemavas present in the Dutch translation of the English word they
just heard. Participants reacted significantly faster to the target phoneme if it
was present in the first syllable of the Dutch translation (e.qg., /I/) than when it
was situated in the secoaglable (/t/), indicating that the monitoring process
is sequential. Furthermore, there was a significant-glown in reaction time
between the first and last phoneme of the first syllable, whereas there was no
such difference in the second syllable.sT$uiggests that phoneme monitoring
speeds up from the second syllable onwards.

The phoneme monitoring task has also been used in bilingual speakers
(e.g., Colomé, 2001) and in combination with distractor words (e.g.,
Ganushchak & Schiller, 2008), as is tb&se in our experiments. Colomé
(2001) used the phoneme monitoring task to investigate whether activation of
lexical entries and their corresponding phonemic representations spreads to

the nontarget language in bilinguals. Catal8panish bilinguals deded
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whether a particular phoneme was present in the Catalan name of a target
picture. The participants were slower in rejecting phonemes that belonged to
the Spanish translation than those that were absent in both languages. This is
explained by arguing #t the picture activated a concept that is shared by
Catalan and Spanish, which in turn activated not only the name of the picture
in both languages but even the phonemes occurring in those names.

In sum, the literature on phoneme monitoring suggesttthaask taps
into speech planning (up until phonological encoding), that it can be used with
picture stimuli (also see Ozdemir, Roelofs, & Levelt, 2007) in speakers using
a second language, and in combination with a pietumed interference task,
all of which are features of the experiments reported below.

In the present study, we use the phoneme monitoring task with the
purpose of isolating the stages of lexical retrieval and phonological encoding
from the stages of articulatory planning and articulatibmat is, phoneme
monitoring arguably requires the speaker to retrieve the target word and spell
out its phonemes, but it does not require articulatory processing. If the L2
disadvantage often observed in speech production is situated at the stages of
lexical retrieval or phonological encoding, we expect bilingual L2 English
speakers to be slower in phoneme monitoring than monolingual L1 English
speakers. However, if such delays primarily reflect differences in articulatory
processing, we expect no diffae in phoneme monitoring times between
languages. One possible caveat is that phoneme monitoring is a metalinguistic
task (Vigliocco & Hartsuiker, 2002), which does not necessarily tap into all
processes of normal speech production. To deal with thisfptessue, our
experiments test whether phoneme monitoring is sensitive to two speech
planning variables. First, Levelt, Roelofs, and Meyer (1999) argued that

phonemes in an earlier position are available earlier than phonemes in a later
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position. Hencejn the phoneme monitoring task, weirdtial phonemes
should be detected more quickly than wéirdil phonemes (as was the case

in Wheeldon & Levelt, 1995). Second, speech production is influenced by
phonological overlap of a distractor word both at tegibning and the end of

a word (Meyer & Schriefers, 1991) and this facilitation effect occurs during
phonological encoding (Levelt et al., 1999). If the phoneme monitoring task
in our study taps into regular word form retrieval, then reaction times should
be affected by phonological overlap between the distractor word and picture
name.

Specifically, six conditions will be used in the following experiments,
resulting from crossing three different amounts of phonological overlap
between distractor word andcpire name (double, single, and no overlap)
with two places where the target phoneme can be placed (onset or coda). We
predict that reaction times will be shorter if the target phoneme is placed in
onset position (e.g., /b/ for pictubag) as opposed tooda position (e.g., /g/
for picturebag. Moreover, reaction times will also be shorter if there is more
phonological overlap (e.gbagbug than when there is less (elgagbin) or
no overlap (e.g.bagrod) between picture name and distractor word.
According to hypotheses that assume an L2-slown during lexical retrieval
and phonological encoding, a language effect should be seen in that the
bilingual L2 speakers are slower than the monolingual L1 speakers.
Furthermore, slower planning also suggektt facilitation in L2 speakers
should be stronger if the phonemes between the picture name and distractor
word overlap. As those representations are weaker in L2 speakers, they should
benefit more from overlapping phonemes because there is more room for
facilitation, relative to L1 speakers. In other words, phonological overlap

might be more beneficial to L2 speakers as the wdakes hypothesis
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presumes that the lexical representations are weaker and the retrieval of these
representations is slower.

Before we report the speech monitoring experiments, we will first
verify whether L2 speakers of English are indeed slower at naming pictures
than L1 speakers. As the speech monitoring tasks involved the presentation of
distractor words, we also presentddti@ctor words in the picture naming
task, rendering it a pictword interference (PWI) task. The participants in
the PWI task were English monolingual L1 speakers and EEmcjtish
bilingual L2 speakers. Participants that were tested in the combined
PWI/phoneme monitoring task originated from the same population. In sum,
the PWI and phoneme monitoring experiments were kept ragasias
possible. We hypothesid that L1 speakers will be significantly faster in
naming pictures than L2 speakers. Moreowveg, expected a phonological
facilitation effect and possibly stronger phonological facilitation for a larger

amount of phonological overlap.

EXPERIMENT 1: PICTURE WORD |NTERFERENCE

METHOD

Participants

Thirty-five monolingual English L1 speakers (male = 9 / female = 26, mean
age = 34) and 48 bilingual Dutd&nglish L2 speakers (male = 10 / female =
38, mean age = 20) participated in the experiment. Participants, mostly
students, were recruited from tharficipant pools of the University of Leeds

and Ghent University, respectively. Participants were monetarily
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compensated for their participation. There was a small subgroup of
monolingual participants over 40 years of age, which increases the mean age
of that group. Participants all reported to have normal hearing, normal to
correcteeto-normal sight, and not to have dyslexia. All L2 speakers received
formal education in English starting from the age of 12 in secondary school,
receiving three to four hoursf English lessons a week. Next to formal
instruction, Belgian students are confronted with English video games, books,
television series, and other media (also before age 12). All participants filled
in a questionnaire and were asked to rate their Engiigiciency on a scale
from one (very poor) to seven (very
proficiency scores can be found in Table 1 below. The table shows that there
is slightly more variation in English ratings compared to Dut¢imga, but

their L2 level seems to be rather homogeneous. The difference between the
mean Dutch score and mean English score was signifi80t37) = 8.67 p
<.00D.

Table 1 Mean selfatings on language proficiency (SD)

Language Listening Speaking Reading Writing Mean

Dutch 6.48 6.58 6.65 6.21 6.48
(0.54) (0.64) (0.56) (0.76)  (0.46)
English  5.38 5.31 5.75 5.08 5.40

(0.75) (0.94) (0.83) (0.93)  (0.72)

good) .
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Materials

Fifty black and white line drawings of objects were presented together with
the same number of distractor words of which 25 pictures taggetpictures
(see Appendix A for a list of target stimuli). The experiment consisted of five
blocks in total and eary target picture was presented 12 times during the
entire experimentAll picture names and distractor words were monosyllabic
nouns with a CV&tructure. The mapping between phonology and
orthography was regular for all picture names and distractatswor

Three different overlap categories were created that differed in
phonological overlap between picture name and distractor word: double
overlap, single overlap, and no overlap. Double overlap consisted of a picture
word pair in which the consonants lmfth the onset and coda were identical
(e.g.,bagbug). Single overlap had only one phoneme in common between the
picture and distractor word in either onset (ebggbef or coda (e.g.bag
fog). Finally, no overlap contained a picture name and a distravord
without any phoneme in common (elgagrod). Note that Experiment 2 uses
the same stimuli, but with an additional factor, namely position of the target
phoneme (see Table 3). This position coincides with the locus of overlap in
single overlap€.g., for the paibagbetthe target phoneme would be the /b/).
For the sake of comparison with these further experiments, we included
position as a factor in the design, although this factor was of course only

meaningful in single overlap.
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Procedure

Participants were seated in a silent room and were placed in front of a
computer screenThe pictures were presented in the middle of the screen
(width and height both set at 75% irpEme 2.0) and participants were asked

to name the pictures as soortlasy saw the picture appearing on the screen.
The distractor words (Times New Roman, 26, set at width 25% and height
15% in Eprime 2.0) were presented across the lower half of the pictures. The
pictures were taken from the Severens, Van Lommel, Ratinakxl,
Hartsuiker (2005) database.

The experiment consisted of a familiarization phase, a practice phase,
and an experimental phase. During the familiarization phase, participants were
simultaneously presented with each picture and its name. Participargs w
asked to look at the pictures without responding. The practice phase contained
three trials that were added before the experimental phase began. Pictures and
distractor words used in this phase were not presented in the experimental
phase. During therpctice and experimental phase, a fixation cross was
presented on the screen for 250 ms after which the picture and distractor word
were shown for 3000 ms. The next trial was started after a blank screen was
presented for 1000 ms. Reaction times were nedsas soon as the picture
was presented on the screen. The experiment took twenty minutes to complete.

Figure 1 represents the procedure of the trials.
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250 ms

3000 ms

1000 ms

time

Figure 1. Representation of the experimental procedure

Data analysis

Before the data were anaid trials were deleted because of incorrect; non
fluent, or missing responsdsifty-five out of 7200 trials (L2 data set) were

not properly recorded by-Erime 2.0 and could therefore not be analysed. The
computer program Praat (Boersma & Weenink, 2017) and the software
package Chronset (Roux, Armstrong, & Carreiras, 2016) werd tse
determine the response latencies. Chronset is an automatic speech recognition
program that uses phonetic information to determine speech onset. Some
participants spoke rather softly, leading to a subset of trials where the program

could not determinspeech onset. These trials were annotated by hand (1803
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trials). A subset of the data that Chronset annotated (415 trials) were also
manually annotated while a correlation analyses was performed on these trials.
This way, the accuracy of the Chronset paekaould be objectively
measured. The correlation between the haoikd and automatically coded
speech was 0.9 meaning that Chronset was quite accurate in determining
speech onset. L1 speakers made 155/5250 mistakes (2.95%) whereas L2
speakers answered 88145 trials (5.11%) incorrectly. These trials were
removed from the data set.

Reaction times that fell above or below 2.5 standard deviations away
from the mean per overlap category and speaker were also deleted from this
data set. This amounted toB61875 trials (3.11%) meaning that a total of
11506 trials were used for the final analysBse data set was anadys by
means of linear mixed effects models with the Ime4 (versioi3)lcar (2.1
5), Ismeans (2.22), and ImerTest (version 23B) pa&ages of R (version
3.4.1)(R Core Team, 2013)This allowed for inclusion of both subject and
item as random facto(8aayen, Davidson, & Bates, 2008um coding wa
used for all analyses where the mean of all factors amounts to zero. Likelihood
ratio tests were conducted on the linear mixed effects model in order to
calculate main effects and interaction effects (Kuznetsova, Brockhoff, &
Christensen, 2015). Thefund on o6l smeansd® was used
differences between all different contrasts. Additionally, we conducted
traditional ANOVASs on aggregated data per subject (F1) and item (F2). These
showed an almost identical pattern of results (see Appéhdidr summary
tables). The Fscripts and data sets for the F1/F2 analysis (and the Ime

analysis) can be found on Open Science Framework (https://osf.io/7jncs/).

t
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RESULTS

Reaction times

The fixed factors that were included in the final model were Language, Degree

of Overlap, and Position. Interactions were added for all fixed factors. The

factor OTri al Number 6 was added as <covar.i
decrease in reaction time dwmelearning that could occur because of repeated

exposure to the same pictures. Random slopes were included based on the

6 maxi mal random effects structureb6 approac
Scheepers, and Tily (2013). This means for the current nioatethe factors

Degree of Overlap, Language, and Position were included as random slopes

for both item (Picture) and Degree of Overlap and Position were added to

subject (Subject). Language was not added as random slope to subject because

this was a betwarntsubject factor. Language consisted of two levels (L1 and

L2), Degree of Overlap consisted of three levels (no overlap, single overlap,

and double overlap), and Position involved two levels (onset and coda).
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Figure 2. Observed reaction times fortbatonolingual English speakers and
bilingual DutchEnglish speakers classified by Language, Degree of Overlap,
and Position. Error bars denote the standard error away from the mean (SEM).

As shown in Figure 2, L1 speakers are clearly faster in namimgr@écthan
L2 speakers and this effect was indeed significkn1{ 82.8) = 20.83p

< .00). Degree of Overlap also showed a significant main effe¢2,(28.3)
=13.28,p < .00]). The factor Position did not reach significanEg1, 25.1)

= 0.52,p = 48), but note again that this distinction was only meaningful for
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single overlap, where it indicated the place of overlap (onset vs. coda). A
substantial learning effect was seen where participants named the pictures
faster at the end of the experimeft({, 360.8) = 131.5( < .00]). None of

the interaction effects were significant-\{plues > .1). Analyses on the
different contrasts reveal that double overlap was reacted to significantly
faster than single overlap € -26.88,SE= 7.05,t = -3.81,p = .002 and no
overlap p=-38.57,SE=7.72,t = -5.00,p < .00]). The difference between

no overlap and single overlap did not reach significabeel(1.69,SE= 7.39,
t=1.59,p=.27. As is clear from Figure 2 and from the lack of interaction
between Position and Degree of Overlap, there seems to be similar
phonological facilitation from begirelated and endelated phonemes.
Finally, a comparison between a model with and without Language as fixed
factor was performed in order to demonstrate the itapoe of the factor
language in the model. The model fit significantly improved if Language was
added to the modet{(6) = 20.98,p = .002).

Accuracy

Fixed factors that were included in the final generalized linear mixed effects

model were Language, Degree of Overlap, and Position. Interactions for all

fixed factors were included. An attempt was made to include Degree of

Overlap, Language, and Positiasrandom slope to item (Picture) and Degree

of Overlap and Position to subject (Subject), but the model did not converge.

Therefore, we followed the forward selection procedure (see Barr et al., 2013)
by comparing a random intercepts only maded modelvhere a fixed effect

was tested for the two slopes independently (subject and item). We selected

item slope to be tested first since the factor Language could only be tested for
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item as this was a betwesnbject variable. If the-galue fell below a liberal
alphalevel of 0.20, we included the fixed effect as random slope to item and
repeated the same procedure for subject. If thalye did not reach 0.20, we

did not test theubject random intercept and continued to the next fixed factor.
In case both slopes fell below 0.20, the model of the slope with the lowest p
value was compared to the model where both slopes were included. If this
comparison also fell below 0.20, both dam slopes were included in the final
model. In case all slopes of every fixed factor fell below 0.20, the slope with
the highest gralue was excluded. The final model only contained Degree of
Overlap and Language as random slope for item (Picture) buanumm
slopes were added for subject (Subject). Note that the model automatically
uses logistic regressiohikelihood ratio tests were conducted on the linear
mixed effects model in order to calculate main effects and interaction effects
(Kuznetsova, Brddhoff, & Christensen, 2015).
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Figure 3. Observed accuracy scores for both monolingual English speakers
and bilingual Dutckenglish speakers classified by Language, Degree of
Overlap, and Position. Error bars denote the standard error away from the
mean SEM).

Figure 3 reveals that L1 speakers are significantly more accurate than
L2 s peXdlx=7r06p=(068. The interaction of Language and Position
was signi f f(2al079pa D0Hwwyhektinghasthe difference
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in accuracy btween onset and coda is smaller in L2 than in L1. No other main

effects or interaction effects reached significancegpes > .05).

DiscussIoN

Experiment 1 has confirmed that there is indeed an L2 delay when naming
pictures in a picturavord interference paradigm. The difference between L1
and L2 speakers was approximately 100 ms. This finding is further supported
by a model comparison, which shed that there was evidence for the model
that includes Language as a factor. Furthermore, both in L1 and L2 there was
a phonological facilitation effect, which was stronger with two overlapping
phonemes (onset and coda) than with one (onset or coda)oWdd fio
evidence to suggest that phonological overlap in onset position yields more
facilitation than overlap in coda position. Finally, analyses on accuracy data
revealed that L2 speakers made more mistakes than L1 speakers when naming
the pictures. No sed/accuracy tradeff is seen in L2 speakers since both
their reaction times and accuracy scores are lower than those of L1 speakers.
In sum, Experiment 1 shows that in this population and with these
pictureword stimuli there is an L2 delay in piceunaming of about 100 ms.
Furthermore, there was a classical phonological facilitation effect in both L1
and L2 (of comparable magnitude), which was strongest when the distractor
word shared both onset and coda with the target word. Since Experiment 1 has
confirmed the L2 delay during picture naming, Experiment 2 below will focus
on pinpointing the locus of this delay in the speech production process. This
experiment will use a phoneme monitoring task to tap into speech production
processes in the absendeadiculation. To check whether the paradigm taps

into normal production processes there were again phonologically related and
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unrelated phonological distractors; we expect to see phonological facilitation

in phoneme monitoring too.

EXPERIMENT 2: PHONEME M ONITORING

METHODS

Participants

Fifty-four monolingual native English speakers (male = 12 / female = 42,
mean age = 29) and 43 DutEmglish bilinguals (10 males and 33 females,
mean age = 19.6) participated in the experiment. Participants, mostly student
were recruited from the participant pools of the University of Leeds and Ghent
University, respectively. Participants were monetarily compensated for
participation. None of the participants participated in Experiment 1.
Participants all reported to havermal hearing, normal to correctas
normal sight, and not to have dyslexia. Table 2 describes English proficiency
measures by means of sedtings in which participants were asked to judge
how good they were at writing, speaking, listening, and rgadiiknglish on

a scale from one (very poor) to seven (very good). The table shows that there
is slightly more variation in English ratings than Dutch ratings, but their L2
level seems to be rather homogeneous. The difference between the mean
Dutch score ad mean English score was significant (t(57.43) = 4.98, p <
.001).
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Table 2 Mean selfatings on language proficiency (SD)

Language Listening Speaking  Reading Writing  Mean

Dutch 6.00 6.05 6.23 6.00 6.08
(0.55) (0.68) (0.58) (0.55) (0.46)
English 5.28 5.17 5.59 5.09 5.28
(0.93) (1.03) (1.06) (0.90) (0.88)
Materials

The pictures and distractor words were identical to the ones used in
Experiment 1. Additionally, target letters were presented on the screen as well
for the purpose of gineme monitoring (all letters mapped onto only one
English phoneme). Only trials where the phoneme was present in the picture
name were considered. Table 3 gives an overview of the experimental
conditions. For the yeanswers, either the onset (e.g., #w fag) or coda

(e.g., /g/ foibag) phoneme was selected as the target for phoneme monitoring
(depending on the condition). For the-amswers, which served as fillers, a
phoneme was selected that corresponded to neither the onset nor the coda
(e.g., /Il brbag).
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Table 3. Overview of the experimental conditions and piettoed pairs used
in Experiments 2 in the case of yasswers. Experiment 1 had the same
conditions, but did not present a target phoneme.

Degree of Position  Picture- Target
Overlap Distractor Phoneme
Double Onset Bagi bug b/
Overlap

Coda Bagi bug g/
Single Overlap Onset Bagi bet b/

Coda Bagi fog g/
No Overlap Onset Bagi rod b/

Coda Bagi rod g/

Table 3 shows examples of our stimuli as a function of degree of

overlap and target phoneme location. In order to compare the different degrees

of overlap, the same pictures were used twice in every overlap category with

the same distractor word except fangle overlap (in which case a different

distractor was used for onset and coda position).
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Procedure

The pictures were preceded by a letter that indicated the target phoneme
(presented in Times New Roman, 48 font). The pictures were presented in
exactly the same manner as in Experiment 1. Stimuli were presented in a
pseudorandomorder, as there were ceita restrictions on stimulus
presentation: 1. No more than three trials with correct identical answers could
be presented in a row (yes or no) / 2. No more than three consecutive trials
were presented where the target phoneme occurred at the beginnidgbr en
the word (onset vs. coda) / 3. Maximally two of the same consecutive target
phonemes were presented / 4. The same overlap category did not appear more
than twice in a row.

Participants were seated in a silent room and were placed in front of a
compuer screen. They were asked to perform a phoneme monitoring task
while being shown a phoneme and subsequently a picture together with a
distractor word. Participants were asked to decide whether the phoneme was
present in the English picture name and ignibeedistractor word. In order to
respond, a button on a response box was pressed; the green button (right) if
the phoneme was present in the picture name and the blue button (left) if it
was absent. Participants were instructed to keep their hands msgomse
box in order to limit variation in reaction times as much as possible. Moreover,
participants were asked to react as fast as they could but were told to slow
down if the speed negatively affected accuracy.

The experiment again consisted of a fiégamization phase, a practice
phase, and an experimental phase. The procedure of the practice and
experimental phase were slightly differdrmm Experiment 1. During the
practice and experimental phase, the participants were asked to decide

whether the pbneme that was presented first was present in the name of the
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picture. A fixation cross was presented on the screen for 250 ms after which
the target phoneme was shown on the screen for 1000 ms. Another fixation
cross was presented for 250 ms while théeupgcwas shown for 1000 ms. The

next trial began when the participant responded. Reaction times were
measured as soon as the picture was presented on the screen. The experiment
took thirty minutes to complete. Figure 4 represents the sequence of events
during a trial. The same procedure was used for both the monolingual and
bilingual group with the exception that oral instructions were given in Dutch

to the bhilingual group while written instructions on the screen were provided

in English.
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250 ms

1000 ms +

250 ms

1000 ms

Until response

Figure 4. Event sequence during a trial
Data analysis

For the data analysis of this experiment, the data set was split into a
monolingual group and a bilingual group in order to test the effect of position
and phonological overlap within language groups when performing this task.
In the monolingual group, 28ials (out of 8100; 0.3%) were not recorded by
E-prime 2.0 due to technical difficulties. In the bilingual group, four
participants were excluded from the analysis as they misunderstood the task.

The trials that were answered incorrectly were removetlfitsich amounted
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to 1016 trials out of 8072 (12.6%) for the monolingual group and to 481 trials
out of 5850 trials (8.2%) for the bilingual group. Reaction times that fell above
or below 2.5 standard deviations away from the mean per overlap category
and speaker were also deleted from the data sets. This amounted to 223
outliers (3.2%) for the monolingual group and to 169 outliers (3.1%) for the
bilingual group. As in Experiment 1, further traditional ANOVAs with
respectively subjects (F1) and items (F&)aarandom factor were run; these
showed an almost identical pattern of results as the LME (see Appendix C for
summary tables). The-&ripts and data sets for the F1/F2 analysis and the

Ime analysis can be found on Open Science Framework (https://get&s)7

RESULTS

Reaction times

Once again, the maximal random effects structure approach was used for
determining random slopes. If the model did not converge, the forward
selection algorithm was applied as in Experiment 1. The final linear mixed
effects model for the L1 speakers con&l the fixed factors Degree of
Overlap and Position, and Trial Number as/edate. Degree of Overlap and
Position interacted with one another. The random slopes Degree of Overlap
and Position were both added to the random intercept item (Picture)lput on
Position was added to subject (Subject). The factor Degree of Overlap
consisted of three levels (no overlap, single overlap, and double overlap).
Position involved two levels (onset and coda). The factor Trial Number was
added as covariate to account fopotential decrease in reaction time due to

learning. The structure of the final model for L2 speaker was exactly the same
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as that of L1 speakers. Figure 5 below depicts the observed reaction times for
L1 speakers (upper panel) and L2 speakers (loweelpas a function of

Position and Degree of Overlap.

L1 speakers
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L2 speakers
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Figure 5. Observed reaction times for both monolingual English speakers and
bilingual DutchEnglish speakers classified by Degree of Overlap and
Position. The top panel shows the reaction times of L1 speakers and the
bottom panel those for L2 speakers.detvars denote the standard error away
from the mean (SEM).
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As shown in Figure 5, participants responded significantly faster to
trials where the phoneme was positioned in onset position of the picture name
than where it was placed in coda position. Mus true for both L1 speakers
(F (1, 40.8) =83.21p < .001) and L2 speakers (1, 41.9) = 50.77p < .001).
There was also a main effect of Degree of Overlap in both groupsHI(2; (
25.4) =31.18p<.001), L2: E (2, 25.1) =12.72» < .001)). A strong learning
effect was also seen in both monolingu&gX, 303.5) = 192.8% < .001)
and bilinguals (1, 382.3) = 333.2& < .001) as there was a main effect of
Trial Number. Additionally, there was an interaction between Degree of
Overlap and Position but only for the L1 speak&r$d, 6645.4) = 6.76p =
.001). The difference in reaction times between overlap categories was
significantly larger in the onset than the coda position for monolingual

speakers.

Separate analyses per gition. Additional analyses were performed
that focused on the distinction of Position (one analysis for the onset data and
one for the coda data). Hence, t he
differences between overlap categories within a partiqubaition. In the
onset, the contrast between no overlap (no) and double overlap (do) as well as
no overlap and single overlap (so) was significant for both L1 and L2 speakers
(L1 do vs. nob =-89.20,SE=11.96,t =-7.46,p< .001 / L1 no vs. sth =
50.71,SE=11.31t=4.48,p<.001 /L2 no vs. ddb =-82.75,SE= 15.52
=-5.33,p<.001 /L2 no vs. sth = 60.20,SE= 17.51,t = 3.44,p = .004).
Importantly, a significant difference was seen for the contrast between single
and double overlapub only for the L1 speaker € -38.49,SE=12.46t = -

3.09,p=.009). In the coda, there was also a significant difference between no

package
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overlap and double overlap and no overlap and single overlap (L1 do vs. no:
b =-49.43,SE= 12.63,t =-3.91,p < .001 / L1 no vs. sob = 60.44,SE=
11.86,t =5.10,p<.001 /L2 no vs. ddb = -46.96,SE= 15.91t =-2.95,p=

.01/ L2 no vs. sob = 43.37,SE= 17.69,t = 2.45,p = .047). However, no
significant differences were found between single overlap and double overlap
in either group.

Accuracy

Fixed factors that were included in the final generalized linear mixed effects
model of L1 speakers were Degree of Overlap aositien. These fixed

factors interacted with one another. Both Degree of Overlap and Position were
included as random slopes for subject (Subject) and item (Picture). The final
L2 model was exactly the same as the L1 model. Likelihood ratio tests were

runon the model to obtainyalues for main effects and interaction effects.
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L2 speakers
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Figure 6. Observed accuracy scorepatticipants per overlap category, per
position. The top panel shows the accuracy scores of L1 speakers while the
bottom panel shows that of L2 speakers. Error bars denote the standard error
away from the mean (SEM). SEM wvaalculated by means of the ftina
summarySE in R by grouping accuracy by Position and Degree of Overlap.
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Generalized linear mixed effects modekigure 6 illustrates that
participants were more accurate if the target was situated in onset than coda
position. Indeed, the effect of Ro$ i on was si gni?flli=cant for bot
59.87p< . 001) and?@1)=215.32p <.60k)eThesfactordegree
of Overlap al so r e &@he0.00p<.00d)iarfidiLZ ance f or L
s peak?2) s 12(63p = .002). Additionally, there was a significant
interaction effect of Posi f(Re865and Degree o
p= . 01) %2 d6.43D = (04 indicating that the differences in
accuracy between overlap categories is largethé doda than the onset
position.

Separate analyses per positioAs with reaction times, potentially
significant differences between contrasts were measured. In the onset, the only
significant difference was found between no overlap and double pverla
both L1 and L2 speakers (L1 do vs. be: 0.75,SE=0.19, z = 3.88y < .001
/ L2 no vs. dob = 0.69,SE= 0.24,z= 2.84,p = .01) in which participants
were more accurate in the double than the no overlap category. In the coda,
there was a sigficant difference between no overlap and double overlap and
no overlap and single overlap for L1 speakers (do véh rd.47,SE= 0.15,
z=3.20p=.004/L1novs.sd=-0.63,SE=0.14, z =4.69,p< .001). L2
speakers, however, only showed gn#ficant difference between no overlap
and single overlapb(= -0.64,SE= 0.19, z =3.47,p = .002). No significant
differences were found between single overlap and double overlap in either

onset or coda for either group.
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Combined analysis L1 and L2

Reaction timesFor the final analysis, the data set of both L1 and L2
speakers was combined in order to determine whether L2 speakers are slower
than L1 speakers, and to test interaction effects with language. A linear mixed
effects model was created which contained the fixed factors Degree of
Overlap, Position, and Language (where the factor Language has two levels:
L1 and L2) and Trial Number was included as avanate.Interactions of &
these fixed factorsvere added tthe model Position, Language, ancebree
of Overlap were added aandom slopes to item (Picture) whereas only
Position and Degree of Overlap were added to subject (Subject). There was a
main effect of PositionH (1, 41.9) = 93.03) < .001) indicatinghat the target
phoneme was recognized faster in the onset than in the coda position. A main
effect of Degree of Overlap was also obsenfe@( 29.8) = 20.31p < .001).
Importantly, the factor Language was not significén{l(, 100.4) = 0.06p =
.80). An overall learning effect was observed as wel(1, 760.1) = 430.87,

p < .001) as Trial Number reached significance. Finally, there was an
interaction of Degree of Overlap and Positibr{Z, 11604.5) = 6.8§=.001)

in that the difference in reactidime between double overlap and no overlap

was larger in onset than in coda position. The interaction between Language

and Position, however, was not significaht({, 88.8) = 1.67p = .20). In

order to demonstrate the strength of the null effect oguage, models with

and without Language as fixed factor were compared. Adding Language as
fixed factor did n?0)=566p=rdé)ve t he model

Analyses per positionin the onset, both the difference between

double overlap and no ovagd as well as no overlap and single overlap were

f

t
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significant (do vs. noh =-85.93,SE=12.20t=-7.05,p<.001 / no vs. s®
=55.61,SE= 12.63,t = 4.40,p < .001) where participants reacted slower to
the no overlap category than the other categories. Importantly, the significant
difference between single and double overlap that was seen in L1 speakers
survives when the data set is combined with that ofdeakersff = -30.32,
SE=12.08}t=-2.51,p=.04) showing that this particular effect is quite robust.

In the coda, the difference between double overlap and no overlap as well as
no overlap and single overlap were significant once more (do vé #e:
48.42,SE=12.49,t =-3.88,p < .001 / no vs. sth = 52.64,SE= 12.83,t =

4.10,p < .001). The difference between double and single overlap was not
significant hereff= 4.22,SE= 12.30,t = 0.34,p = .94).

Accuracy. The final generalizedriear mixed effect model contained
the fixed factors Degree of Overlap, Position, and Languatgractions of
all fixed factorswere included in the moddt was not possible to include both
Degree of Overlap and Position as random slopes to all ranmderoapts but
forward modelling revealed that Position could be added for both subject
(Subject) and item (Picture) whereas Degree of Overlap and Language could
also both be added to item (Picdture). Ther
(1) = 53.53p <.001) indicating that participants were more accurate at trials
where the target phoneme was presented in the onset position. A main effect
of Degree of Over P@pF50mam<.001).4danguage ser ved (6
does appear to be significant when aecary i s cdh)z@32p=ed (¢
.01) but note that the L2 speakers were more accurate than L1 speakers. One

interaction effecthatreached significance wasat ofDegree of Overlap and
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Posi t%i(2) m 186%p < .001) indicating that the differea between
overlap categories was larger in the coda than the onset position.

Analyses per positiorin the onset, there was a significant difference
between the categories double overlap and no ovéyla®(73,SE= 0.15,z
=4.94,p<.001), between no overlap and single overtap-0.33,SE= 0.13,
z=-2.73,p = .02), and between single and double overfap 0.40,SE=
0.16,z=2.42,p=.04). These same contrasts were also significantly different
in the coda with the excepti@f double vs. single overlap (double overlap vs.
no overlap:b = 0.31,SE= 0.12,z = 2.63,p = .02 / no overlap vs. single
overlap:b=-0.61,SE=0.10,z=-5.82,p < .001).

DIsScUSSION

Experiment 2 demonstrated a clear effect of Position, whichilerthat
participants responded more quickly when the target phoneme occurred in the
onset than in the coda position of the picture name. This result is consistent
with findings of Wheeldon and Levelt (1995) who also found an effect of
phoneme position oreaction time. Additionally, participants were faster in
the overlap category where both phonemes in onset and coda position
overlapped (double overlap) and where only one phoneme overlapped (single
overlap) compared to the category without any overlappinonemes (no
overlap). That is to say, phonological overlap facilitates the speech planning
process, which is in line with what we found in Experiment 1. This suggests
that the phoneme monitoring task follows the time course of phonological

planning, suporting the assumption that these reaction times can be used to
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compare this planning stage in the different groups. The interaction effect of
Degree of Overlap and Position shows that the facilitation effect is stronger in
the onset position than the cog@asition. Furthermore, contrast analyses
testing for both onset and coda position showed that there was a significant
difference between no overlap and the other two categories. Yet, only L1
speakers responded faster to the double overlap category thaintte
overlap category in the onset position. Finally, accuracy scores were largely
consistent with the reaction time data: the longer the reaction time, the higher
the chance of a wrong answer.

The combined L1/L2 analyses allowed us to see whethesahe
effects arose when taking both data sets together (verifying the strength of the
effects) and modmportantly,whether phoneme monitoring is slowed down
in L2. The pattern of results was indeed similar to those obtained in the
separateanalyses foeach language. Cruciallyjo main effect of Language
was found for reaction times. Moreover, model comparison showed that
Language did not improve the model fit. Thus, L2 speakers are not
significantly slower at phoneme monitoring than L1 speakers, sliggdsat
any L2 disadvantage in word production happens downstream from lexical
and phonological planning processes (see below). Unexpectedly, language
was a significant factor when considering accuracy scores in that L2 speakers
were more accurate in tleoda position than L1 speakers. This might be
explained by arguing that L2 speakers benefit more from the distractor words
if there is phonological overlap while less interference is seen when there is
no overlap. This is consistent with weaker L2 lexregresentations.

L1 speakers responded faster to the double than the single overlap
category in onset position. Moreover, contrast analyses indicated that L2

speakers show no difference in reaction time between single and double
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overlap in the onset posit. Furthermore, the analysis on the entire data set
replicates the difference between the single and double overlap category in
Experiment 1. This provides additional support for the notion that both picture
naming and phoneme monitoring tap into the esapnocesses. Further
evidence for this claim is the finding that both L1 and L2 speakers reacted
faster to target phonemes in the onset than in themmgion As discussed

in more detail below, a possible explanation for the double/single overlap
effed in L1 is that L1 and L2 speakers show a difference in the amount of
feedback between the word and phoneme level. If L2 speakers have less
feedback of activation (or weaker activation spreading) between the word and

phoneme level, this might result in abhsence of such a difference.

GENERAL DISCUSSION

This study is the first to systematically compare the PWI task and phoneme
monitoring task using the same pictures, allowing us to ascertain potential
differences in earlier stages of L1 and L2 spg®cdduction. Specifically, we
asked from which processing level the sldown that is typically seen in L2
speakers during speech production originatesllén, Montoya, Cera, &
Sandoval, 2008; Starreveld, de Groot, Rossmark, & van Hell,)2B#&fore

this question could be answered, we first needed to verify that there is indeed
an L2 disadvantage during picture naming in this population and with these
stimuli. Experiment 1 revealed a delay of about 100 ms for L2 speakers
compared to L1 speakers. In Expegimh 2, we asked participants to perform

a phoneme monitoring task in order to pinpoint the cause of the L2 delay found
in Experiment 1. This task was used here as a measure of the sfmechbf

retrieval and phonological encodinglost importantly, thigzime we did not
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observe a significant difference in reaction times between L1 and L2 speakers,
suggesting that the L2 delay observed in Experiment 1 is not located in any of
the processes that the naming and monitoring tasks have in common.

Turning to heoretical implications, the absence of the language effect
in the monitoring task cannot be explained by arguing that the distractors make
naming the pictures easier as we found an L2 delay in the picture naming task.
Moreover, the no overlap categoryatsiles out this possibility. Additionally,
the absence of a reaction time difference is unlikely to be a result of lack of
experimental sensitivity as the position of the target phoneme very clearly
modulates reaction times in both L1 and L2. In factyegegle analysi®f
the phoneme monitoring tadkas shown that the position of the target
phoneme in the picture name is of paramount importance: participants reacted
faster in both L1 and L2 when the target phoneme was placed in onset position
than whernit was positioned at the coda. This L2 finding is in line with the
monolingual findings of Wheeldon and Levelt (1995) who found that
assignment of the initial phoneme of the first syllable preceded assignment of
the initial phoneme of the second syllalskgardless of word stress.

The number of overlapping phonemes also influences reaction times
as trials with overlapping phonemes between the picture name and distractor
word vyielded significantly faster reaction times than if no phonemes
overlapped. Inteestingly, in the onset position L1 speakers responded faster
in the double overlap category than the single overlap category. This is not
observed in the L2 speakers and suggests that there is more feedback between
the word and phoneme level in monolingu# speakers than in bilingual L2
speakers (see below). As for the coda position, the difference between double
overlap and the other categories is larger for L1 speakers than L2 speakers.

The facilitation effect (as well as the position effect) are enddefor the



100 CHAPTERS3

notion that the phoneme monitoring task taps into processes of speech
planning.

For the monitoring tasks, we hypothesi$ that the reaction times
would be shorter if the target phoneme was positioned at the onset of the
picture name as opposed to the coda. Moreover, we predicted that in both the
picture naming and monitoring tasks, the amount of phonological overlap
would modulate reaction times in such a way that participants would be faster
if more phonemes between the picture name and distractor word would match.
Both hypotheses have been confirmed as reaction times were shorter for onset
position and when phonemes oeghed. According to hypotheses that argue
for a slowdown inlexical retrieval and phonological encodjng speakers
should be slower than L1 speakers. Importantly, we did not observe a language
effect in that L2 speakers were not significantly slowenthh speakers in
the phoneme monitoring task. This suggests that the speed of speech planning
(at least up until phonological encoding) might not be so different between
monolingual L1 and bilingual L2 speakers, even when the latter are
unbalanced bilingua that live in a strongly L-tlominant environment. Yet,
we did not find evidence for the claim that facilitation effects due to
phonological overlap were stronger for L1 speakers than L2 speakers. We
found no significant interaction effects between Lamgguand Degree of
Overlap.

The lack of a language effect in monitoring speed does not support
hypotheses which claim that earlier stages of speech planning in bilinguals are
slower. This finding suggests that the sldawn that is typically seen in
bilinguals during picture naming might be situated at the-plostological
stage of speech production, namely articulation. Indefrey and Levelt (2004)

performed a metanalysis of several studies that focus on the time course of
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the process of word productiomda that map this process onto brain areas.
According to the time course analysis, the retrieval of the lemma takes
somewhere between 150 and 225, mgile articulatory planning takes
between 217 and 530 ms. This suggests that articulatory processes take up
much more time than lemma retrieval, indicating that there might be a larger
chance for a potential sledown to be situated at the articulatory stage.
Moreover, any difference in the time course of lemma retrieval between L1
and L2 might simply be too st to be observable since the lemma is already
retrieved rather quickly, which might explain why no differences were found
in monitoring times. During L2 speech production, however, a different
phonemic inventory has to be activated. This change mighaiexihe L2
disadvantage during speech production.

On the one hand, Simmonds et al. (2011) argue that difficulties in L2
speech production originate from articulation instead of phonological
encoding. They argue that the most difficult aspect of L2 piomtuds the
accent with which it is pronounced. L2 speakers who learn their L2 after
adolescence almost always maintain a-native accent, which is nearly
impossible to correct. On the other hand, studies that show evidence for the
weakerlinks hypothess (Gollan et al., 2008; Kroll & Stewart, 1994,
Starreveld et al., 2014) claim that earlier processes of speech production are
delayed. Yet, these are all based on experiments in which a picture naming
task was used. In these instances, L2 disadvantagdsum@ for speech
production where the slodown is explained by arguing that speech planning
up until phonological planning is slower in L2 tharL1 speakers. However,
we did not find evidence for differences between L1 and L2 speakers in earlier
stageof speech production, although we do not deny that L2 speakers might

have trouble during lexical retrieval (see Gollan et al. 2001).
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Finally, we found that the single and double overlap category
significantly differ in the onset position in the L1 but mothe L2 speakers
(although descriptively the latter group showed the same pattern). We suggest
the following explanation. When the participants see a phonologically related
distractor word (e.ghed this preactivates the overlapping phonemes (/b/ fo
targetbag), facilitating production of those phonemes. But as is clear from the
pictureword interference task (Experent 1), arendrelated distractor word
(e.g.,rug) facilitates the naming latency too, even though the vbeginning
was not primedThis suggests that part of the phonological facilitation effect
is caused by a further mechanism, possibly one involving lexical
representations. On that account , t he di st
the targetdés | exi c arleto-woeddfarne feeglbackaas i on (i . e . ,
assumed in Dell, 1986) and this would be true for both begimeiaged and
endrelated phonemes. As the target word would have a higher activation
level, the process of spelling out the phonemes can be speeded up. This
explans why there is more facilitation in the double than single overlap
category, both in the PWI data (Experiment 1) and in the phoneme monitoring
data for the onsets (Experiment 2). The reason why this facilitation is not seen
in the coda position is thatghmonitoring process takes longer to reach the
coda of the word, allowing it to catch up for the delay in a less related vs. more
related category. A possible explanation for why the gradual facilitation effect
is not reliable in L2 is that the amount @eflback between the word and
phoneme level might be somewhat smaller in L2 speakers than in L1 speakers.
Even though the distractor word has the onset and coda phoneme in common
with the picture name, the coda phoneme does not send (enough) activation to

the word level. This in turn means that the word level does not send this
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information back to the phoneme level efficiently enough to make a difference
in reaction time.

One potential limitation of the current study is that the target
phonemes that were mitored coexisted with overlapping phonemes of
phonologically related distractor words. This might have affected the response
latencies in such a way that trials with phonologically related distractor words
might inherently be reacted to faster than tridlat have phonologically
unrelated distractor words. The minor differences between the naming task
and phoneme monitoring task might be explained by this discrepancy. Be that
as it may, there was still a main effect of Degree of Overlap in the naming
task Moreover, both the position effect and the overlap effect are robust in
that they were significant in all analyses of the monitoring tasks. Hence, it is
unlikely that this inconsistency would have greatly affected the results and it
would certainly not b able to account for the lack of a main effect of

Language during monitoring.

CONCLUSION

We confirmed that there is an L2 delay during picture naming in a picture
word interference paradigm. Moreover, results revealed that the speech
monitoring process is sequential. The observed phonological facilitation
effects show that the pictureord interference paradigm taps irnxical
retrieval and phonological encodinglevertheless, we have not found a
difference in phoneme monitoring speed betwekmihd L2 speakers, which

is not consistent with the hypothesis that the sfimwn of L2 speech

production is situated at earlier speech planning stages. The lack of a language



104 CHAPTERS3

effect can alternatively be explained by a hypothesis that argues for
articulatay delay during speech production.

NOTES

1: Only hdf of these pictures were anab because of the experimental
design of Experiment 2. In that experiment, a phoneme monitoring task had
to be performed. The phoneme was present in the picture namé drf gl

trials and absent in the other half. Since we wanted to keep tup st
Experiment 1 as similar as possible to that of Experiment 2 (Experiment 2 was
conducted first) we only analgd the trials where the phoneme was present.
Therefore, onhhdf of the pictures were analgd in the end, leading to a total

of 7200 target trials (25*12*48/2 = 7200).
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CHAPTER 4
MONITORING SPEECH PRODUCTION AND
COMPREHENSION : WHERE IS THE SECOND-
L ANGUAGE DELAY ?1

Research on error monitoring suggests that bilingual Diolglish speakers

are slower to correct some speech errors in their second language (L2) as
opposed to theirrfst language (L1) (Van Hest, 1996). But which component
of seltmonitoring is slowed down in L2, error detection or interruption and
repair of the error? First, we asked whether phonological errors are
interrupted more slowly in L2. An analysis of datanfr two speech error
elicitation experiments indeed showed that this is the case. Second, we asked
monolingual English speakers and bilingual Dutehglish speakers to
perform a picture naming task, a production monitoring task, and a
comprehension moniterg task. Bilingual English speakers were slower in
naming pictures in English than monolingual English speakers. However, the
production monitoring task and comprehension monitoring task yielded
comparable response latencies between L1 and L2. We sudugsdst t
interruption and repair are planned concurrently and that the difficulty of

repairing in L2 triggers a slovdown in L2 interruption.

Broos, W. P1, Duyck, W., & Hartsuiker, R. J.s(bmitted. Monitoring Speech
Production and Comprehension: Where is the Setamduage DelayQuarterly
Journal of Experimental Psychology.
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INTRODUCTION

There are clear second language (L2) disadvantages in speech processing
compared to speech processinghia first language (L1). Such disadvantages
have been demonstrated in both L2 speech production (lvanova & Costa,
2008; Sadat, Martin, Alario, & Costa, 20L2nd L2 speech comprehension
(Cop, Drieghe, & Duyck, 2018;agrou, Hartsuiker, & Duyck, 20)1Here

we ask whether there is also a disadvantage in verbahseitoring in L2

(see also Broos, Duyck, & Hartsuiker, 2016 for a review on verba self
monitoring in L2). The verbal sefmonitoring system is responsible for
detecting and correcting speechoesras well as other problems in speech.
Selfmonitoring is a crucial aspect of language processing as it ensures that
our utterances reflect our communicative intentions and conform to linguistic
standards. Selhonitoring involves both error detectiondaronce an error is
detected, processes that are responsible for interrupting speech and resuming
with a repair (Hartsuiker & Kolk, 2001). Asrror detectionhas been argued

to directly involve language comprehension (Levelt, 1989), language
production (Nozari, Dell, & Schwartz, 2011), or both (Pickering & Garrod,
2013) L2 disadvantages in either modality could slow down detection, and
hence the moment aftdrd error when speech is interrupted. The process of
repairing the error most likely involves language production (Hartsuiker &
Kolk, 2001). An L2 disadvantage in production might therefore slow down
repair onset. It is also possible that production disaideges will slow down
interruption, on accounts assuming parallel planning of interruption and
repair, with slower repairing delaying interruption onset (as proposed by
Hartsuiker, Catchpole, De Jong, & Pickering (2008) who also found evidence

for this clam). Hence, the current study asks whether there is an L2
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disadvantage in sethonitoring and whether any such slolwn originates
from error detection, interruption and repair processing, or both.

Are L2 speakers indeed slower in selferruption or sk-repairVan
Hest (1996)compared the timeourse of L1 and L2 speech monitoring in
bilingual DutchEnglish speakers. She elicited several types of speech errors
by means of a stofielling task and an interview task. Participants more often
repaired their speech in their L2 (English) than in their L1 (Dutch). The types
of errors in the L2 were also different: Errors tended to be more grammatical,
lexical, and phonological in nature while L1 peers were mostly
appropriateness repdirgmportantly, differences were also found in the speed
with which errors were repaired. In particular, Van Hest measured the error to
cut-off interval (the lag between the error onset and speech interruption) and
the cutoff to repair interval (the lag between speech interruption and error
repair). Van Hestound that the cubff to repair intervals were significantly
longer in L2 but only for appropriateness repairs. The error tof€utterval
and cutoff to repair interval of phonological, lexical, and grammatical errors
did not differ significantly between L1 and L2.

It is surprising that Van Hest observed no language effect on the error
to cutoff intervals, as processes that are used for error ta@ieand repair
(perception and/or production) are slower in L2. However, only very few
observations were analysed: 33 appropriateness repairs were made (16 in L1,
17 in L2) whereas the total number of phonological errors amounted to 36 (20
in L1, 16 in LJ. Additionally, Van Hest did not distinguish between errors
that were interrupted early and those that were interrupted relatively late (see
also Hartsuiker et al., 2005, 2008; Gambi et al., 2015; Nooteboom & Quené,

2017). This distinction is importants @arly and late interruptions may reflect
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different monitoring processes (Nooteboom & Quené, 2017). If that is correct,
an imbalance in the number of interrupted and completed errors might skew
the results. Hence, a further test is needed to establighevtieere is an L2
disadvantage in error monitoring. Below, we report such a test for the case of
phonological errors. But first we review the evidence for L2 disadvantages in
language production and comprehension.

L2 DISADVANTAGES IN SPEECH PRODUCTION AN D COMPREHENSION

L2 speakers are slower (compared to L1) at several basic language processes,
such as word recognition and production in the visual and auditory modalities
(Cop, Drieghe, & Duyck, 201%e Bot & Schreuder, 199Flege, Frieda &
Nozawa, 1997; Gollan &iserberg, 2001; Ivanova & Costa, 2008; Kroll &
Stewart, 1994; Lagrou, Hartsuiker, & Duyck, 2011; Sadat, Martin, Alario, &
Costa, 2012; Schreuder & Weltens, 199@jith respect to the auditory
modality, Lagrou et al. (2011) tested Duehglish bilinguds and English
monolinguals and asked them to perform an auditory lexical decision task.
Bilingual L2 English listeners were significantly slower at the task than
monolingual L1 English listeners. This same language effect is seen in
reading. In an extens study that focused on natural reading in the L2, Cop
et al. (2015) asked whether DuiEnglish bilinguals were slower to read an
entire novel in English (L2) than in Dutch (L1). L2 readers took longer to
finish a sentence, needed more fixations, anchdidskip as many words as
L1 readers.

Slow-downs in L2 processing also occur in langug@geduction
there is a slowdown in L2 speakers and even a sldawn in L1 speakers due

to bilingualism. Ivanova and Costa (2008) tested whether bilingualism causes
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bilinguals to experience a slesdown in word production. Catale®panish
bilinguals, SpanisiCatalarbilinguals, and Spanish monolinguals were asked

to perform a picture naming task. Hence, there was a bilingual group with the
same native language (Spanish) as the monolinguals and one where Spanish
was the nordominant language. Monolingual speakers w&gmificantly

faster than both Cataleé®panish bilinguals and Spani€latalan bilinguals.

This effect remained stable across several repetitions of the same pictures.
Thus, slower reaction times for both groups of bilinguals show that a slow
down is not jst observed in L2, relative to L1 speech, but also that knowing
multiple languages is enough to even decrease the speed of L1 speech
production.

L2 disadvantages in speech production are not restricted to single
words. Sadat et al. (2012) comparé tspeed of speech production of
SpaniskCatalan bilinguals and Spanish monolinguals. Two production tasks
were performed in Spanish: one task where pictures were named using bare
nouns and one where these same pictures were given a colour. In the latter
case, picture descriptions needed to contain noun phrases. In both tasks,
Spanish monolinguals were faster than Spa@iatalan bilinguals, but the
effect was largest in the noun phrase task.

In sum, many studies have revealed L2 disadvantages in several
modalities of language processing. L2 speakers are consistently slower at
listening (Lagrou et al., 2011), reading (Cop et al., 2015), and speaking
(lvanova & Costa, 2008; Sadat et al., 2012) even though there is no consensus
on which aspects of productionamprehension are delayed. Given that self

monitoring arguably involves comprehension and/or production, such L2
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delays might slow down sethonitoring too. We now examine what aspects
of monitoring might be affected by such delays.

SELF-MONITORING THEORIES AND POTENTIAL DELAYS

Selfmonitoring involves a phase of error detection and a subsequent phase of
responding to that error, which usually involves interrupting ongoing speech
and producing a repair (of course it is also possible that the speakeinssnet
decides to ignore a detected error). Some theories of monitoring are limited to
error detection (e.g., Nozari et al.,, 2011) whereas others also pertain to
interruption, repair, and their coordination (e.g., Hartsuiker & Kolk, 2001). As
we explain bela, slower production and/or comprehension can slow down
error detection (leading to longer error to -offt intervals), slower
interruption and repair of the error (which increases both the error-taffcut
and the cubff to repair intervals), or both cgonents.
Theories oferror detectiondiffer in whether they assume error
detection uses the comprehension system or the production system. A theory
of selfmonitoringwhich assumeshaterror detection uses comprehension is
Leveltdés (19 8 thgory,pvhicharguedthatspeech manitoring
is based on the comprehension system. This particular theory assumes that
there are three loops: the conceptual loop, the inner loop, and the outer loop.
The conceptual loop is used to determine whether panticutads or
expressions are appropriate for a specific context. The inner loop monitors the
phonol ogi cal and phonetic code of an utter
is pronounced. Finally, the outer | oop is b

own ovet speech. Importantly, the inner loop and the outer loop are both
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based on the speech comprehension system. All the information from these
loops is directed towards a central monitor that decides whether or not a
problem has occurred, and this monitor #fere uses comprehension as a
basis for error detection. An L2 detection delay could then be explained by
arguing that comprehension is slower in L2.

A more recent selnonitoring theory assumes that error detection
uses only productieimternal mechanism Theinteractive twestep model of
Nozari, Dell, and Schwartz (2011) argues that error detection is performed by
comparing activation levels of competing representations. If no speech errors
are made, only the lexical representation of the correct wgsianeme will
be activated (a situation of low conflict). If an error is made, however, both
the correct and incorrect lexical representations are activated, leading to
competition (a situation of high conflict). Conflict acts as a signal for the self
moritoring system in order to detect errors. High conflict means two
representations that are both highly active and the small difference in
activation reveals an error. An L2 detection delay could then be explaned
assumingthat lexical and phonologicakpresentations are activated more
slowly in L2 than in L1 (Strijkers, Baus, Runngvist, FitzPatrick, & Costa,
2013; but see Hanulov4, Davidson, & Indefrey, 2011). Hence, it would also
takes longer to detect that there is conflict. Alternatively, one migheahat
phonological representations have lower activation in L2, causing conflict to
manifest itself more slowly and delaying conflict detection (Broos et al.,
2016). In sum, theories differ in whether error detection takes place in
comprehension or pduction. Both accounts are compatible with an L2 delay
in monitoring, as both comprehension and production are delayed in L2. Any

L2 delay in detection would be reflected in a longer error taffunterval in
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L2, as slower error detection postponesrti@ment at which speech can be
interrupted.

Alternatively, an L2 monitoring delay can also reflect a delay in
interruption and repairof the error. Repairing necessarily involves the
language production system, either by restarting part of the utterance from
scratch (e.g., Hartsuiker & Kolk, 2001) or by editing a stored representation
of the utterancgBoland, Hartsuiker, Pickering, & &tma, 200p Hence,
under he assumption that production is slower in L2, butisgdfrruption is
constant, delays to language production should increase toff ¢atrepair
interval in L2 relative to L1. Additionally, as the repdtiself might be
moritored, slower comprehension of the repair in L2 might further increase
this interval assuming that the monitor only admits the repair if it is adequate.
Thus, since speech is produced more slowly in L2, the repair, which is created
in the same way as thariginal utterance, will also take more time to be
constructed, resulting in an increaseddaffito repair time (as Van Hest 1996
indeed found for appropriateness repairs).

It has also been argued that interruption and repair take place
concurrently andhat they share some cognitive resources, so that factors
slowing down repair will also slow down interruption (Hartsuiker et al., 2008;
also see Gambi, Cop, & Pickering, 2015; Tydgat, Stevens, Hartsuiker, &
Pickering, 2011). For instance, Hartsuiker epatsented participants with a
visually intact or degraded picture and asked them to occasionally replace it
with another picture while they were in the process of naming the first picture;
participants were asked to interrupt their first response anaceejlwith the
name of the replacement picture. The key finding was that if the replacement
picture was visually degraded and hence harder to name, it took longer to

interrupt the initial picture name. It is possible that speaking in L2 is similarly
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just harder than speaking in L1 as representations are less detailed in L2 as
compared to L1. This results in a slawwn of interruption and hence longer
error to cwoff intervals (but not necessarily eoff to repair intervals).

Finally, it is possible that both error detection and interruption/repair
are slower in L2. Consider speech production, for instance, where decreased
speed of speech production in L2 itself might account for longer time intervals
during repairs of certaitypes of errors. Indeed, Oomen and Postma (2001)
demonstrated that error to enff and cutoff to repair intervals became longer
with sl ower speech rates. Hartsui ker
of selfmonitoring simulated these data, on theuagstion that in slower
speechall production and selfomprehension processes become slower. An
error will therefore be detected and repaired later in slower speech, leading to

a longer error to cuff and cutoff to repair interval.

THE CURRENT STUDY

We first performed an experiment that tested whether there is an L2
disadvantage during monitoring for phonological errors. This experiment
allows us to answer whether a phonological L2 monitoring delay indeed exists
and if so, will help us delineate whichomtoring components (error
detection, interruption and repair, or both) are responsible for this delay. We
decided to measure the time course of error interruptions and repairs from two
errorelicitation experiments that we had conducted for differenpgmes.

This approach has the advantage that the errors were collected under

controlled circumstances and all concerned the same linguistic

and

K¢
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representational level (phonology). The phonemenitoring task can
therefore be used as a proxy to determine thelis2dvantage during self
monitoring of phonological errors.

Additionally, we conducted three experiments, all with the same
subjects and stimuli: a picture naming task, a phoneme monitoring in
production task, and a phoneme monitoring in comprehensiarBysisking
bilingual DutchEnglish and monolingual English participants to monitor for
particular phonemes in multiple modalities in English, we can pinpoint from
which modality the slovdown during error monitoring originates. During the
production monitring task, the speaker produces speech internally, inspects
an internal speech code, and then compares it to a target. An L2 disadvantage
in this task would suggest that an L2 sldewn of monitoring could be either
situated at the early, lexical stagef mroduction or at comprehension
processes. If an L2 disadvantage is found in the comprehension monitoring
task, this would suggest that the comprehension processes are responsible. In
this task, speech is merely perceived and production processes are not
performed. The picture naming task taps into both early and late processes of
speech production. Based on previous findings of L2 spesmtugtion
studies, we hypothesighat bilingual DutcHenglish speakers will make more
errors and will be slower in n@ng pictures in English than monolingual
English speakers. If the sleslown isonly observed in this task, then the L2
delay must be situated at the late, gasbnological stages. This would also
mean that slower production and/or repair is responsibte tlie L2
disadvantage.

The reason why a phoneme monitoring task is able to shed light on
processes of error monitoring is because several processes that are needed for

both phoneme and error monitoring are shared. Specificatlyinternal
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speech code imspected when monitoring for a particular phoneme but also
when errors are being monitored. Hartsuiker and Kolk (2001), for instance,
argue that the perceptual loop theory of Levelt (1983) should be extended by
adding that this internal speech code isnpared to a targefds several
processes are shared betwbeth types ofmonitoring the effects that are
observed in the phoneme monitoring experiments can be directly translated to
error monitoring. Hence, information pertaining to the inner workingbef

error monitoring system can be obtained by means of the phoneme monitoring
task that was used in the current study.

ANALYSIS OF SPEECH ERROR DATA

Below we ask whether language (L1 vs. L2) affects the time course of speech

interruption and repa We analysed results from two experiments that used

the Spoonerisms of Laboratehyduced Predisposition technique (also known

as the SLIP task). This task was first used by Baars, Motley, and Mackay

(1975) to elicit phonological speech errors (somesimalled Spoonerisms)

where the first consonant of ibwbl &words are
becomeispidhbidg . During this task, people are
word or norword pairs and are asked to silently read these pairs. When they

hear a beep, they must pronounce the pair they see on the screen as quickly as

possible. The pair that has to be pronounced, the target pair, is always

preceded by severhlasing pairswith the reverse phonological construction

(i.e., with the initial congnants of the two items swapped). Thus, if the target

pair wouilodbibe 66pitghen an example of a biasi

ipi peb. Phonol ogi cal priming by the biasin
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speech errors. It is typically found that errare produced more often if they

result in a word pair rather than a aaord pair (the lexical bias effect, see

Baars et al., 1975, Hartsuiker, Corley, and Martensen, 2005, Nooteboom and

Quené, 2008, and many others). For our purposes, the types ofaeerowst

relevant; rather we focus on the time intervals of error tetfuind cutoff

t o repair i n bilingual so L1 and L2 repai
phonological errors. This has the advantage that it is the same linguistic level

on which our sugequent (phoneme monitoring) experiments will focus. The

SLIP experiments are reported in full in a preprint published on Open Science

Framework (https://osf.io/egr93/).

METHOD

We tested 96 speakers: 48 HAmadanced bilingual Dutcknglish speakers
participated in the first SLIP experiment whifl8 participants of the same
participant poolparticipated in the second experimeRarticipants were
monetarily compensated and recruited at Ghent Universityspeakers
received formal education in English starting from the age of 12 in secondary
school, receiving three to four hours of English lessons a week. Next to formal
instruction, Belgian students are confronted with English video games, books,
televison series, and other media (also before age AR)participants
reported to have normal hearing and normal or corré¢ctedrmal sight.
None of the participants were diagnosed with dyslexia.

In Experiment 1, participants were asked to silently read!vaod
nonword pairs and to produce some nward pairs in four blocks that
differed in their composition. Each block consisted of 400 trials of which 80

trials were to be pronounced (there were thus 1600 trials per participant of
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which 320 were to be proanced). The blocks could contain English nion
word pairs, Dutch nomword pairs, English word and navord pairs, or Dutch
word and norword pairs. Hence, language and lexical context were
manipulated. The Dutch and English asard pairs were created based
phonological characteristics of either language. For instance, the bigram /sh/
can occur at the beginning and end of English words, but not in Dutch ones
(e.g., O0Oshowd or Owoskopameshdhghuhat behe n
considered an Englh nonword pair. Every target pair was ntexical and
could either result in word or nemord pairs after switching the first two
consonants of the individual words (a word
ifdunt 6 i nsithurdt o fwhiatuesit after svatching would
be 6faigbd indgfaadddPpf E&pbatsol pairs were ins
obscure the purpose of the experiment. We ensured that none of the word pairs
used in the experiment consisted of Dulaiglish cognates dalse friends.
Participants in Experiment 2 were presented with similar blocks as those
described in Experiment 1. But now, every block was a mixture of word and
nonword pairs. Moreover, target pairs were not only made up ofnards
but also contained evds.
During the experiments, participants were seated in front of a
computer screen in a quiet room. They were asked to wear headphones that
played back white noise of 70 decibels, following the procedure of Baars et
al. (1975) and Hartsuiker et al. (Z)O The participants were instructed to
silently read the word pairs that were presented on the screen. However, if
they heard a beep over the headphones, they were asked to name the last word
pair they saw on the screen as quickly as possible. Partigipalyt heard a

beep if the word pair was a target pair or control pair. They were asked to
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pronounce the word or nemord pair as quickly as possible but to make sure

that they finished speaking before they heard the second beep (where the time

between thédirst and second beep amounted to 1000 ms). The next trial was

presented immediately after the second beep. The inter trial interval (ITl) was

identical in L1 and L2. Responses were annotated in Praat (Boersma &

Weenink, 2016) after the experiment ended arrors were categorised in

errors that were intercepted at the first

p

ifdunt 6) or t helihueéhudkddnpad)yt TbBdsstategorisat

made since Hartsuiker et al. (2005, 2008) and Gambi et al5) 2040
considered these two types of interruptions separately. Error “affcamd
cutoff to repair intervals of both error categories were measured in

milliseconds.

RESULTS

The two experiments combined resulted in 136 phonological slips (i.e.,
anticipations (e.g., dusi dunt), perseverations (e.g., huisthunt), or
exchanges (e.g., dusthunt) of the initial consonant(s) with no errors in the
rhyme). Of these slips, 121 (89%) were repaired, allowing us to measure the
error to cutoff and cutoff to repair intervals. The total number of missed trials
amounted to 29/3840 (0.76%) for L1 blocks and 32/3840 for L2 blocks
(0.83%). Separate linear mixed effects models were created for the error to
cut-off and cutoff to repair intervals. The only fixedd#or that was included

in each model was Language (L1 vs. L2), while taking subject and item
variability into account. No random slopes were added, because the models

did not converge if these were included.
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Table 1 Estimate reaction times of error tot@ff and cutoff to repair
intervals (Standard Error) as a function of initial word completion and
language.

Interval Initial Reaction Number of T- P-value
Word Time Errors value
Errorto Interrupted L1:231(30) L1:51 3.87 .0003***
cut-off L2: 346 (22) L2: 46
Completed L1:797 (105) L1:13 -0.44 .67

L2: 751 (76) L2:11

Cut-off Interrupted L1:144 (28) L1:51 -0.73 .47
to L2: 124 (21) L2: 46
repair

Completed L1:181(73) L1:13 0.06 .95

L2: 185 (54) L2:11

Table 1 clearly shows that bilinguautch-English speakers were much faster
to stop speaking after making an error in their L1 than in their L2, at least for

interruptions where the first word was not completely pronounced. The cut
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off to repair intervals did not significantly differ, imphg that L1 and L2
speech was equally fast to resume once speech was stopped.

DiscussioN

Contrary to Van Hest, we did find an L2 delay in phonological errors in the
error to cutoff interval. The delay was approximately 115 ms in both the
estimated anabserved reaction times. This finding is compatible with an
account according to which phonological error detection takes place more
slowly in L2 than L1. It is also possible that this delay results from slower
interruption/repair processes in L2, so thay difficulty in resuming in L2 is
reflected in postponed interruption. The data are less compatible with accounts
assuming a delay only in repairing (with a constant interruption time) or
assuming an L2 delay across the board (in detection and repatjchs
accounts predict an L2 delay in aff to repair intervals.

Note that the L2 delay in error to eoff times was only found for
errors that were interrupted and not for completed errors. However, the
number of completed errors was so small thaoileh be inadvisable to draw
strong conclusions about this category. Finally, theofiuto repair intervals
are short, not even 200 ms in either interrupted or completed errors, supporting
the notion that speech is interrupted when the repair is redsy pooduced
(see Hartsuiker et al., 2008 for further discussion on this topic).

The experiments described below aim at teasing apart the remaining
accounts: the L2 delay on interruptions is either a result of delayed error
detection or of postponed intaption triggered by slower repair. If the former
account is right, the detection could either involve comprehension or

production. We test these accounts in three experiments that ask subjects to
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monitor for phonemes in language production, monitor fosnegimes in
language comprehension, and to name pictures. We focus on both bilingual
Dutch-English speakers and monolingual English speakers who performed the
tasks in English. Note that in our SLIP analysis we instead compared L1 vs.
L2 within the same DuteEnglish speakers. A different participant group
(monolingual speakers) was added here because the stimuli used in the
monitoring experiments could not be translated into Dutch without violating
the stimuli constraints. Note that all experiments wereopeed in a single
session, using the same participants and items. We present the three tasks as

separate experiments for expository reasons.

EXPERIMENT 1: PICTURE NAMING

METHOD

Participants

We tested 108 participants, namely 544atanced DutctEnglish hlinguals

(male = 14, mean age = 23) and 54 English monolinguals (male = 10, mean
age = 30). Participants were monetarily compensated and recruited at Ghent
and Leeds University, respectiveMl L2 speakers received formal education

in English startingriom the age of 12 in secondary school, receiving three to
four hours of English lessons a week. Next to formal instruction, Belgian
students are confronted with English video games, books, television series,
and other media (also before age B participants reported to have normal

hearing and normal or correctemnormal sight. None of the participants



126 CHAPTER4

were diagnosed with dyslexia. The LexTALE was used as a@&idb assess
English proficiency(Lemhofer & Broersma, 2012)This test is a lexical
decision task that has been argued to provide a reliableadiddneasure of
English proficiency. The LexTALE score of the L1 speakers for English was
91.35/100 (9.18 SD) while this amounted to 75.87/100 (10.37 SD) for L2
speakers. The difference in LexTAld€ores between L1 and L2 speakers was
significant (1(6454.2=63.98, p <.001). Additionally, participants were given
a questionnaire that asked to rate their English proficiency-r&eifys on

English proficiency of L2 speakers greesented in Table 2 below.

Table 2. Mean selfating scores on languageoficiency (SD) on a scale
from1lto7

Language Listening Speaking Reading Writing Overall

mean

L1 6.30 6.20 6.50 6.06 6.26

(Dutch)  (0.60) (0.79) (0.57)  (0.71)  (0.69)

L2 5.28 5.13 5.85 491 5.30

(English)  (0.83) (1.01) (0.74)  (0.87)  (0.93)
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Materials

Design Three different basic lists were created in order to ensure that
across the lists every target stimulus occurred once in each of the three tasks
and so that a given participant would see all stimuli once. To do so, we selected
75 taget pictures (all blaclandwhite drawings) from th&everens, Lommel,
Ratinckx, and Hartsuiker (200%)atabase and assigned 25 pictures to each
basic list (see Appendi& for a list of picture names). Next, we created 18
different versions in order to counterbalance the three stinigtasand the
order in which the tasks were presented. All three tasks were conducted in
English: thus, we compared the L1 of English monolingual speakers and the

L2 of DutchEnglish bilingual speakers.

Stimuli. In addition to the 25 target pictureergdist, we selected 25
filler pictures, which were used in every stimulus list. Hence, every participant
was asked to name 50 pictures. Exactly-thied of all target pictures was
monosyllabic while the remaining ottleird consisted of disyllabic nouriBhe
reason to includdisyllabic nounstems from the availability of the useable
stimuli in the monitoring tasks; the picture database did not contain sufficient
monosyllabic picture names that fit the conditions of the monitoring

experiments.

Procedure

Participants were seated in a quiet room and positioned in front of a computer

screen. Before the experimental phase started (Figure 1), participants were
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presented with a familiarization phase in which they saw all the pictures used
in this task on thecreen with their corresponding names written underneath.
During the experimental phase, participants saw these same pictures again (in
a different order) without the corresponding names and they were asked to
pronounce the English picture name as fast acwlrately as possible. A
fixation cross was presented for 250 ms after which a blank screen was
displayed for 250 ms. Subsequently, the picture was presented for 3000 ms
followed by another blank screen of 250 ms before the next trial began.
Responstatencies were measured from the moment the picture was displayed
on the screen by means of a recording that was starteepliynE 2.0. Every

trial was recorded separately and annotated in the computer program Praat.

250 ms

250 ms

3000 ms

time
250 ms

Figure 1. Procedure of the picture naming task
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Data Analysis
The total number of target trials amounted to 2700 (108 participants times 25
trials). Due to technical difficulties, 60 trials were retorded. In total, 5.77%
(77/1334) of the trials was answered incorrectly by L1 speakers while 10.41%
(136/1306) was answered incorrectly by L2 speakers. A trial was considered
an outlier when the response latency for that trial was 2.5 standard deviation
away from the group mean. The total number of outliers in the picture naming
task was 71 out of 2427 trials (2.93%). Outliers and trials that were answered
incorrectly were removed from the data set before the data were analysed.
The cleaned data setsmweanalysed by means of linear mixed effects
models with the Ime4 (version 11B), car (2.15), Ismeans (2.22) and
ImerTest (version 2:33) package of R (3.4.XR Core Team, 2013By
applying this analysis, both subject and item variability can be taken into
account(Baayen, Davidson, & Bates, 2008um coding was used for all
analyses where the mean of all factors amounts to zero. Likelihood ratio tests
were caducted on the linear mixed effects model in order to calculate main
effects and interaction effects (Kuznetsova, Brockhoff, & Christensen, 2015).
The function 6l smeansd was used to deter min
all different contrasts. Randosnl opes were included based on
random effects structured approach, as sug
and Tily (2013). If the model with a maximal random effects structure did not
converge, we used the forward modelling procedure (seeeBair, 2013).
This procedure compares a random intercepts only model to models where a
fixed effect was tested for the two slopes independently (subject and item).

The byitem slope was arbitrarily chosen to be tested first. In case of a
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betweertem varable, only the bysubject random slope was tested. If the p
value fell below a liberal alphizvel of .20, we added the fixed effect as
random slope to the byem intercept and repeated the same procedure for the
by-subject intercept. If the-palue did ot reach .20, we did not test the-by
subject slope and continued to the next fixed factor. In case both slopes fell
below .20, the model of the slope with the lowesajue was compared to the
model where both slopes were included. If this comparisorigid®low .20,

both random slopes were included in the final model. In case all slopes of
every fixed factor fell below .20, the slope with the highestalpe was
excludedAs we needed to use both monosyllabic and disyllabic target nouns
(for practicalreasons), we also included the factor Number of syllables in the
models.The Rscripts and data sets for the analyses of the current experiments

can be found on Open Science Framewbtips://osf.io/xwp98/).

RESULTS

Reaction Times

The final model forthe picture naming task included the fixed factors
Language, Number of syllables and their intemactiThe maximal random
effectsstructure of the final model contained Language as random slope to
item (Picture) and Number of syllables to subject (Supjdtte reason why

both fixed factors can only be added as random slope to one random intercept
is because Language is a betwsahject variable whereas Number of
syllables is a betweeitem variable. The factor Number of syllables consisted

of the two leels monosyllabic and disyllabic picture names while Language
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consisted of L1 English of monolinguals and L2 English of Dinflish

bilinguals.
*k%
\
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Language

Figure 2. Modekstimated response latencies for the picture namingataak
function of languagand number of syllables.
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Figure 2 shows that the bilingual DutBimglish speakers were slower in
naming the pictures in English than the monolingual English speakers (Effect
of LanguageF (1, 121.86) = 27.1(y < .001). There was no effect of Number
of syllables F (1, 75.57) = 1.09 = .30) and the interaction of Language and
Number of syllables was not significant either(®, 73.39) = 0.32p = .57).
We further performed a model comparison between a model with and
without the fixed factor Languade see whether the this factor improves the
mo d e | fit. The two modeP@) =WeMe<significant
.001) where the model without Language had a much higher AIC (Akaike
Information Criterion) than the model with Language. The modeh wit

Language as fixed factor is therefore preferred.

Accuracy

The types of errors that were included in the current analyses were trials that
were unanswered and trials where a different picture name than the target
picture name was used. Figure 3 shtiveserrors in percentages by language

group and number of syllables.
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Figure 3. Errors in percentages divided per language group and number
of syllables for the picture naming task.
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A generalized mixed effects model that was creatiéld a logit link
functionwas run to determine whether L2 speakers made significantly more
errors than L1 speakers. The fixed factor Language and Number of syllables
were included and an interaction oeffe factors was added. Language was
added as random slope to subject (Subject) while Number of syllables was
included as random slope for item (Picture). There was a main effect of
Langud@)e=6(@1% p = .0Lindicating that bilingual DutclEnglish
speakers made more errors in their L2 than monolingual English speakers in
their L1. The factor Number of syllables was not significah{1) = 0.06, p
= 0.81) nor was there an interaction of Language and Number of syllaBles (
(1) =0.14p=.70).

DIsSCUSSION

Experiment 1 clearly shows that English monolingual speakers are faster and
more accurate when naming pictures in their L1 when compared to-Dutch
English bilingual speakers. The advantage in naming latency is more than 100
ms (in fact, very similar to thedvantage in error to coff times). The control
variable number of syllables of the target word did not affect the speed or
accuracy on picture naming. In sum, there is a clear L2 disadvantage in picture

naming.
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EXPERIMENT 2: PRODUCTION MONITORING TASK

METHOD

Participants

The same participants who performed Experiment 1 also participated in
Experiment 2.

Materials
Design The same design was used as in Experiment 1.

Stimuli. We usedthe samer5 black and white line drawings as in
Experiment 1 in th three stimulus lists, with each list containing 25 target
pictures. The target phoneme could be situated at either the onset or the coda
of the picture name. In case of a disyllabic picture name, the final consonant
of the first syllable was considerdtetcoda. In one half of the trials, the target
phoneme was present (target trials) while it was absent in the other half (filler
trials). All target phonemes were consonants (i.e., /m, I, k, s, t, f, d, p, r, w, n,
b, z, g, h/). The total number of targeals in this task was 50, twice as much
as in the picture naming task because there were two trials per target picture:
one trial for the onset phoneme and one for the coda phoneme. The total
number of filler trials also amounted to 50 since an equabeuof filler trials
were inserted for these same target pictures. So, every participant saw each
target picture four times and completed 10
(onset vs. coda) was nested under the absent/present manipulation condition.
Picture names were monand disyllabic nhouns and the mapping between

orthography and phonology was regular for all picture names. There were a



136 CHAPTER4

few restrictions pertaining to the presentation of the stimuli: 1. No more than
three trials with the same correstswer were presented in a row (yes or no) /

2. No more than three successive trials were presented where the target
phoneme was presented at either the beginning or end of the word (onset vs.
coda) / 3. A maximum of two trials with identical target phoesmvere

presented in a row.

Procedure

Participants were seated in a quiet room and were positioned in front of a
computer screen. Before the experimental phase started, participants were
presented with a familiarization phase in which they saw all the pictures used
in this task on the screerittvtheir corresponding names written underneath.

In the experimental phase (Figure 4), participants first saw a letter on the
screen after which they saw a picture. They were asked to press the green
button (right) if the letter was present in the pictoaene and the blue button

(left) if it was absent. In order to avoid unnecessary variation in reaction times,
participants were asked to keep their hands near the buttons when responding
and to be as fast and accurate as possible. A fixation cross weastedefor

250 ms after which a blank screen followed that also lasted for 250 ms. The
target letter was displayed on the screen for 1000 ms after which another blank
screen followed for 250 ms. A fixation cross and blank screen were shown
respectively (bdt displayed for 250 ms) after which the picture was presented.
The experiment continued only if the participant responded to the trial. A final
blank screen was presented on the screen for 250 ms before the next trial

began.
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250 ms

250 ms

1000 ms

250 ms

until response

250 ms

Figure 4. Procedure of the production monitoring task

Data Analysis

A total of 10800 trials were performed (108 participants times 100 trials). The

trials where the target phoneme was absent (filler trials) were not included in
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the final analyses, leaving a total of 5400 target trials. We excluded 322 trials
because of problems withe stimuli that were discovered after the experiment
had been rui?. L1 speakers made errors on 13.52% of the trials (353/2610)
whereas L2 speakers made errors on 13.79% of the trials (360/2610). We
excluded 2.49% of the trials as outliers (112/4507).

RESULTS

Reaction Times

The final model contained the fixed factors Language, Place, and Number of

syllables. Interactions of these fixed factors were included in the model as

well. Place and Number of syllables were added as random slopes to subject
(Subject) and Place and Language were added to item (Picture).
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Figure 5. Modekstimated reaction times for the production monitoring task
as a function of language, place, and number of syllables.

Figure 5 reveals thahe factor Place was highly significart (1, 105.2) =
86.70, p < .00} with faster responses when the target phoneme was
positioned in the onset of the picture name. The factors Langadfjel(11.6)
=0.86, p = .3pand Number of syllable$((1, 71.§=2.77, p = .1Pwere not

significant. The interaction of Place and Language was signifi¢argt (
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112.3) = 12.54, p < .0Qlindicating that the Place effect was larger in L1 than
in L2. No other interaction effects were significant (allggues > .1)

Further analyses of Language within the factor Place were performed
by means of contrast comparisons in order to observe the effect of language
per position.The package Ismeans was used to obtain all of the contrast
comparisons of Language and Pldecethe onset, thdifference between L1
and L2 was not significanb -12.25,SE= 31.32t =-0.39,p = .70). It also
did not reach significance in the coda positibr 77.31,SE=42.56t=1.82,

p = .07). Again, models with and without Language as fixed factor were
compared. The difference between these models was signifia(t) (=
13.53, p = .00pwhere the model with Language as fixed factor had a lower
AlIC.

Accuracy

Figure 6 below shows ¢hdistribution of accuracy scores pgeumber of

syllables, Place, andanguage in percentages.
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Figure 6. Error percentages divided per language group, place, and number of

syllables for the production monitoringsk.

A generalized linear mixed effects model with a logit link function was created

for accuracy. The fixed factors in the final model were Language, Place, and
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Number of syllablesinteractions of these fixed factors were included in the
model as wellPlace was added as random intercept to both subject (Subject)
and item (Picture), Language was added to item (Picture), and Number of
syllables was added to subject (Subject). Most importantly, no significant
difference was found between L1 and I (1) = 0.04, p = .8h The only
significant main effect was that of Plaa@ (1) = 69.86, p < .001with fewer

errors for target phonemes in onset position. The interaction between
Language and Place also reached significagcél) = 13.38, p < .001 No

other main effects and interactions were significant (alhlnes > .1). Since

an interaction between Language and Place was found, language contrasts
within onset and coda were compared. In the onset, the difference between L1
and L2 was significanth(= 0.44,SE= 0.17,z = 2.62,p = .009) where L1
speakers are more accurate than L2 speakers. This difference did not reach
significance in the cod®E -0.20,SE=0.13,t =-1.58,p = .12).

DiscuUsSION

Experiment 2 reveals that response latenciegouracy scores in production
phoneme monitoring were not affected by language. Instead of an L2 delay,
there seemed to be a trend in the other direction where L2 speakers are
somewhat faster in the coda condition than L1 speakers, but this is not
significant (see below for a more elaborate discussion). The place of the target
phoneme greatly influences the speed and accuracy with which the phoneme
is monitored. Phonemes are monitored more quickly and more accurately
when these are positioned in the ondehe target picture name, consistent
with findings from Wheeldon and Levelt (1995). The number of syllables did

not show an effect meaning that participants did not react differently to



MONITORING SPEECHPRODUCTION AND COMPREHENSION WHERE IS THE
SECOND-LANGUAGE DELAY? 143

disyllabic picture names as opposed to monosyllabic ones. Analygbs on
accuracy data replicated the patterns of results found in response latency
analyses. In short, it seems that the L2 delay in error tof€times cannot

be easily attributed to lexical selection, phonological encoding and/or
processes of inspectiran internal phonological code because no language
differences were found on reaction times. We next turn to the comprehension

monitoring task, which taps into language comprehension processes.

EXPERIMENT 3: COMPREHENSION M ONITORING TASK

METHOD

Participants

The same participants who performed Experiment 1 and 2 also participated in

Experiment 3.
Materials
Design The same design was used as in Experiment 1 and 2.

Stimuli. The criteria and number of stimuli used in this task were
identical to that of the production monitoring task. The only difference here is
that recordings of the aforementioned picture names were presented via
headphones instead of actual pictures thatewdisplayed on the screen.
Stimuli were recorded by means of a UBrophone (SE electronics, USB
1000a Plug and Play USB microphone). A female native English speaker

pronounced the stimuli in standard British English.
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Procedure

The procedure of theomprehension monitoring task (Figure 7) was
identical to that of the production monitoring task with the exception that a
recording of the English picture name was presented through headphones
instead of the picture being shown on the screen.

250 ms

250 ms

1000 ms

250 ms

until respons

250 ms

Figure 7.Procedure of theomprehensiomonitoring
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Data Analysis

A total of 10800 trials werperformed (108 participants times 100 trials). The
trials where the target phoneme was absent (filler trials) were not included in
the final analyses, leaving a total of 5400 target trials. L1 speakers responded
incorrectly on 7.98% of the trials (210/2§34hereas L2 speakers responded
incorrectly on 8.52% of the trials (224/2628). The total percentage of outliers
for this task was 2.26% (109/4825).

RESULTS

Reaction Times

The same fitting procedure was used as for the previous tasks. The final model
consisted of the fixed factors Language, Place, and Number of syllables.
Interactions of these fixed factors were included in the model as well. Place
and Language were addedraadom slopes to item (Sound) while Place and
Number of syllables were added as random slopes to subject (Subject).
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Figure 8. Modelkestimated reaction times for the comprehension monitoring

task as a function of language, place, and numbgyliaibles.

Figure 8 shows that there was a large difference between onset and coda. This

difference was significant (F (1, 94.4) = 171.45, p < .001) where target

phonemes placed in onset position of the auditorily presented word were

reacted to fastehan those in coda position. Language (F (1, 113.6) = 0.008,
p = .93) and Number of syllables (F (1, 79.4) = 0.24, p = .63) were not

significant. None of the interactions reached significance either-{allyes

> .1). Again, a comparison was made betwaemodel with and a model
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without | anguage. These two@m08%I| s di
p = 0.93) suggesting that Language did not improve the model fit.
Accuracy
Figure 9 below shows the total humber of incorrect responses subdiyided b
Language, Place, and Number of syllables in percentages.
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Figure 9.Error percentages divided per language group, place, and number of

syllables for the comprehension monitoring task.
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A generalized linear mixed effects model withogit function was
created for the data of both L1 and L2. The fixed factors that were included in
the model were Language, Place, and Number of syllables. Interactions of
these fixed factors were included in the model as well. Place and Language
were addd as random slopes to item (Sound) whereas Place and Number of
syllables were added to subject (Subject). The factor Place was highly
si gni f2{1)c=da®.99, p(<ed01) in that fewer errors were made in onset
than in coda position. Number of syllables s o showed a 2significant
(1) = 4.11, p = .04) where fewer errors were made in trials that contained
disyllabic than monosyllabic picture names. There was no effect of Language
( 1) = 0.89, p = .35). Finally, the interaction between Numbeytébles
and Pl ace r eacfed.14sp=g04)iwhareche diffeence ic
accuracy between monaosyllabic and disyllabic picture names is larger in the
onset than the coda. Thisatpern is confirmed by contrasiomparisons
between Place aridumber of syllables. The difference between maamd
disyllabic picture names is significantly different in the onbet {1.33,SE=
0.45,t =-2.94,p = .003) but not in the codé € -0.16,SE=0.31,t =-0.51,p
=.61).

DiscussioN

Experiment 3 Bows that Language did not affect phoneme monitoring in
comprehension either. The place of the phoneme in the target pictures name
was highly influential in comprehension as well; response latencies were
faster and more accurate if the phoneme was posdiam the onset. This
effect has been shown to be robust as it arises in both production and

comprehension. Participants also made fewer mistakes in trials with a
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disyllabic target picture name. This effect is mainly driven by the onset trials.
Do keep inmind though that only onthird of the data was made up of
disyllabic words, which means that the error percentages are based on a lower
number of observations. In sum, the delay in L2 error teffittimes cannot

be easily attributed to a delay in contpeasionbased monitoring.

GENERAL DISCUSSION

The main aim of the current study was to test whether there is an L2
disadvantage in sethonitoring for phonological errors, and if so, which
component(s) of speech monitoring cause this L2 monitoring delay and
whether this delay reflects a disadvantage in production or comprehension
processes. First, analyses of two spegrchr elicitation experiments provided
evidence for an L2 disadvantage in phonological error monitoring. Error to
cut-off intervals were loger in L2 speech than in L1 speech, at least for
interruptions within the error word. The L2 disadvantage was more than 100
ms. Second, results of the picture naming task revealed that bilingual Dutch
English speakers were slower and less accurate in ggittures in English

than monolingual English speakers; the disadvantage was again more than 100
ms. Thus, there is a clear L2 disadvantage in word production of comparable
size to that in speech interruption. However, no significant differences
between anguage groups were found in the speed with which phoneme
monitoring was performed, in either modality. That is to say, L2 speakers were
not significantly slower in the phoneme monitoring for production task or the

comprehension monitoring task, compared. 1 speakers.
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The finding that the error to coff interval was longer (for the word
internal interruptions) are not in line with those of Van Hest (1996) who did
not find any L2 delay for phonological errors (she only found an L2 delay for
the cutoff to repair interal in appropriateness repairs). But as mentioned,
there are some important differences between the study of Van Hest and the
current one. One such difference concerns the number of observations that
were analysed. We had more than three times as manyatises as Van
Hest had when calculating the error to-offtand cutoff to repair intervals
(i .e., 36 in Van Hestébés study compared to !
made a distinction between errors that were interrupted early and those that
were inerrupted relatively late (see also Hartsuiker et al., 2005, 2008; Gambi
et al., 2015). This distinction was not made in the analyses of Van Hest. The
significantly longer error to caff times for short intervals in our analysis of
the speech error eliation experiment seems compatible with the notion that
L2 speakers have more difficulty detecting their errors than L1 speakers (even
though the percentage of corrected errors in L1 and L2 is equal (89%)).
However, no differences are found in responsentaés during production
and comprehension monitoring tasks between L1 and L2 speakers. We
therefore argue that the L2 monitoring delay does not result from edshow
in comprehension, but rather results from a sttmwn in interruptiorthat
reflects slower speech productio@and hence repair planning) in L2.

Recall that Hartsuiker et al. (2008) argue that the interruption and
repair of errors takes place in parallel. In their study, participants were asked
to name a picture that was occasionally replas@tt another one. This
replacement took place while participants were still naming the previous
picture. In one experiment, participants were asked to name the picture that

replaced the previous picture whereas participants simply stopped naming the
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picture in the other experiment. The picture could be either visually degraded
or intact. It was found that the time between beginning naming the first picture
and to stop naming it was increased when the target picture was visually
degraded than when it wasant. They therefore argued that interruption and
repair are planned in parallel (see also Gambi, Cop, and Pickering (2015) who
found evidence for this claim in dialogue). Moreover, they claim that some
cognitive resources are shared between repair anduiptien. Given these
assumptions and findings, we explain the observed -dtomn that we
observed in the error to coff interval (but not in the cudff to repair interval)

by assuming that interruption is postponed when difficulties arise, which leads
to a longer error to ctdff time.

The effect of Language was evident in the picture naming task
whereas no language effect was seen in the monitoring tasks. It is important
to note here that the picture naming task (where L2 speakers were slower) and
the production monitoring task (where L2 speakers were not slower) share the
same processes of lexical retrieval and phonological encoding; in both tasks,
participants need to retrieve a word form the mental lexicon and encode it
phonologically as well. Upntil this moment in time, the retrieval process is
identical. The phonological representation is monitored internally and
compared to a standard representation. What differs after this stage is the task
that has to be performed (either to name the pictuneonitor for a particular
phoneme). When naming the picture, the speaker also has to perform phonetic
encoding, articulatory planning, and actual articulation; during phoneme
monitoring this is replaced by response selection, planning, and executing a
button press. Comprehension also plays a role during picture nhaming as the

pronounced picture name can be monitored for errors auditorily. Since no
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differences are found between monitoring tasks but reaction times between L1
and L2 speakers do differ for tipecture naming task, the sledown during
picture naming in L2 might originate from phonetic or articulatory planning
and/or articulation (see also Hanulova, Davidson, & Indefrey (2011) and
Hartsuiker et al. (2008)). Note that there are also studieartpat that the L2
disadvantage during picture naming lies at earlier stages of phonological
processing (e.g., lexical retrieval) (Runnqgvist, Strijkers, Sadat, & Costa, 2011;
Strijkers, Baus, Runnqvist, FitzPatrick, & Costa, 2013). Yet, the lack of
responselatency differences between L1 and L2 speakers during the
monitoring tasks cannot be explained by assuming that lexical access is
responsible for the L2 disadvantage.

Whereas the language effect was not significant in the monitoring
tasks, the effect oPlace of the target phoneme in the picture name or
auditorily presented word did play a vital role when considering monitoring
speed. If the target phoneme was placed in onset position, both L1 and L2
speakers responded faster than when it was positinried coda, which is in
line with the findings of Wheeldon and Levelt (1995). This indicates a regular
time course of phonological encoding during the production monitoring tasks.
These patterns indicate that the participants were indeed monitoring for th
target phoneme.

One might ask whether L1 and L2 speakers monitor the picture names
in the same way. In our stimuli, the target phonemes (e.g., /b/) always
consistently corresponded with a letter (<b>=o that, in theory, speakers
could have solved thamonitoring tasks by internally inspecting an
orthographic code rather than a phonological code. Put differently, the
participants could have detected the target by using spelling and orthographic

matching rather than phonological encoding and phonologiaething. Two
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main hypotheses exist that relate to how spelling is conducted. On the one
hand, there is the orthographic autonomy hypothesis which assumes that
spelling can be performed without phonological mediation (Rapp &
Caramazza, 1997). That is tays semantic information can be used directly

to create an orthographic representation suggesting that monitoring these
representations can be performed faster. On the other hand, the obligatory
phonological mediation hypothesis argues that phonologicdiatien must

be applied in order to spell words (Geschwind, 2009; Luria, 1970). The
monitoring process might therefore take longer because an extra step
(phonological mediation) must be executed. The trend that is seen in the
production monitoring task (vame L2 speakers tend to be faster than L1
speakers in coda position) might partially be explained by assuming that L2
speakers directly monitor orthography via semantics while L1 speakers also
need to create the phonological code before orthography igarexhi But

even if one assumes that L1 speakers monitor differently than L2 speakers and
are therefore slower, then the L2 speakers should also be faster when the target
phoneme is placed in the onset position, which is not the case. Moreover, both
the diect and indirect hypothesis assume that many of the same speech
production stages need to be performed (the exception being phonological
encoding). It therefore seems very unlikely that L1 andgp&akersnonitor
picture names differently.

To concludewe have seen that bilingual L2 speakers of English are
especially slower and less accurate in naming pictures than monolingual L1
speakers of English. No significant differences were found during the
production monitoring tasks, whereas the analysis oedpeerror data

revealed an L2 monitoring disadvantage during error detection. The effects of
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language (L1 vs. L2) on picture naming and on etwasut-off times for
phonological errors on the one hand dissociate from those of monitoring for a
target phonme in production or comprehension on the other hAsguming

that phoneme monitoringhares important processes with monitoring for
phonemic errors, and based on Hartsuiker et al.'s theory thatteeftiption

is postponed when repair is more difficuliye propose that the L2
disadvantage in interruption results from difficulty in L2 repair planning.

NOTES

1 These errors typically replace one utterance with a more appropriate one
(e.g., O6the tableéuhéthe red tablebd).

2: Faulty stimuli were trials wherthe phoneme /k/ was shown for the silent

/Kl in knife, where the /p/ in pipe (both onset and coda) is present twice, and
where the phonemes /t/ in rabbit and /r/ in zipper were placed at the end of the
second syllable (instead of the first as in /b/ ayl Bvery faulty stimulus
amounted to 18 deleted trials. Multiplied by 5, this amounts to 90 trials. This
number must be doubled as they appear in both L1 and L2 data, leading to 180

out of 5400 deleted trials (& &.33%).

deleted for the comprehension monitoring task because the error /k/ in knife
was not present in the presented audio file.

3: In the L1 data, one subject was eventually deleted since not all data was
written to a file by Eprime. Because of faulsstimuli, 47 trials were analysed

(out of 50). An additional subject was run but he received a different version
than the subject who was deleted. Therefore, there is a difference in three trials
between the L1 and L2 data.

4 We even presented the targstaaletter

142
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CHAPTER 5
THE LEXICAL BIAS EFFECT DURING SPEECH
PRODUCTION IN THE FIRST AND SECOND L ANGUAGE?!

The lexical bias effect (LBE) is the tendency for people to make phonological
speech errors that result in existing words. Several studies have argued that
this effect arises from a combination of salbnitoring and feedback of
activation. Moreover, the RE depends on lexicality of the context (i.e.,
whether there is a mixture of lexical and Hewical stimuli or nodexical

stimuli only) which arguably supports a monitoring accooftthe LBE
(Hartsuiker, Corley, & Martensen, 2005) But do monitoring de€dback
influence speech error patterns to the same extent in a second language (L2)?
To address that question, we tested whether people also show the LBE when
speaking in a second language (L2) and if so, whether it is also modulated by
context lexicaliy. Additionally, we tested whether recent exposure to existing
words in L2 influences such an LBE. In Experiment 1, we observed an LBE in
L1 but notin L2. The LBE in L1 was modulated by lexicality of the context. In
Experiment 2, more existing L1 and L2rds were presented during the
experiment. Now, the LBE was weaker in L1, whereas L2 did show a
significant LBE. We conclude that more exposure to lexical items leads to an

increase in activation of the mental lexicon, facilitating the LBE in L2.

! Broos, W.P.J., Duyck, W., Hartsuiker, R.J. (in prepratidie Lexical Bias Effect
during Speech Production in the First and Secondjuage.
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INTRODUCTION

Speech monitoring involves checking one
execution. The importance of such a process is evident, namely to try to

minimize the number of speech errors that are being produced and to correct

mistakes thaare made. Thamain function of the monitor is to ensure that

speech that is produced is actually correct, where correct utterances are made

up of existing words. As a consequence, the errorsatiggproduced more

often consist of existing words than rexisting onesa phenomenon also

known as the lexical bias effect (LBE) (see Baars, Motley, and MacKay, 1975;

Hartsui ker, Corley, and Mart eindsseard, 2005) .

0

S

bal ad?éd, for i nstance, would be more 1| i kel

ionma ki ndé6. The mo aesiontieedexicaldyiofritHe word and u s
asks whether an utterance is an existing word or noneiberd n andrd
Omapkind exist, the monitor would sooner
transpositions that consist existing words. Previous studies have looked at
this topic regarding the first language (L1), but less attention has been paid to
the second language (L2). This study will examine error monitoring and
attempt to answer the questiohwhether there areiferences between L1

and L2. By determining the number of transpositions in L1 and L2 in different
lexical contexts, we can gain insights into how speakers monitor their speech
and whether different monitoring criteria or settings are used in different
languages.

The main role of the sethonitoring system is to detect and correct
speech errors. Previous research on monitoring has found evidence that these
speech errors can either be corrected before they are produced or after their
realization (Levelt, 289; Motley, Camden, and Baars, 1982, Poulisse, 1999).

T

y
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An example where the speech erfror is repai
horizontal d (Levelt, 1989) . Here, the speal
the semantically relatctted wohids 6ver thoal @ o

Levelt argues that the repair followed the error too quickly to be detected
auditorily, suggesting that speech can also be monitored before it is produced.
There is also evidence for error repairs in which the error was mest lik
detected by auditory perception, such as "the ban, the man got very angry"
(Poulisse, 1999). In such cases, the repair follows with some delay so that
there is ample time for detecting it by listenittggone's own overt speech.
Thus, the selfnonitoring system can bottetect errors in speech that have
not yet been produced via an internal monitor and in speech that has been
produced by means of an external monitor.

An effect that is seen as further evidence for an internal monitor is the
lexical biaseffect (the LBE, which isthe tendency for phonological speech
errors to result in existing words more often than chance would predict).
Evidence for this internal monitor was found by Motley, Camden, and Baars
(1982), who showed that transpositions tivare made up of taboo words
were less likely to be produced than regular words. The LBE has been found
in both corpora and controlled experiments. Dell and Reich (1981) inspected
the Toronto corpus, a corpus with approximately 4000 spontaneous speech
errors produced by students of the University of Toronto. They found a clear
LBE in complete transpositions (e.gjtch i fork / fitch - pork), in
anticipations iitch 1 fork /fitch 1 fork), and in perseverationgich i fork /
pitch i pork).

Baars, Motley, and MacKay (1975) performed the first controlled

experiment that found the LBE. They used a task called the Spoonerisms of
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Laboratorylnduced Predisposition task (also called the SLIP task). During the
experiment, participants were presentdth a series of stimulus pairs that
were presented on a-salled memory drum, a device that ensured that only
one stimulus pair could be presented at a time. If the participant heard a buzz,
they were asked to pronounce the stimulus pair that they isdlneanemory
drum. The three stimulus pairs that were presented before the target word pair
had a specific phonmbooida cctatbke/dacli®s t r uct i on (€
'move - lose") after which the participant was asked to pronounce the target
whichhad t he opposite phonologideafi constructi
meat 6) . I f an error is made mdadn pronounci.l
leat 6 woul d b eexiglimgavdrd maie. ¥et, tha errar@ould also
constitute a pair of existing wod s  &eani mena dofmeaiti ledd. The
lexical spoonerisms were produced significantly more often than the non
lexical ones, thus demonstrating an LBE. Hence, the LBE is explained by
arguing that the monitor weeds out more errors that result irexisting
words than existing ones.
An alternative explanation for the occurrence of the LBE was proposed
by Dell (1986). His spreading activation theory argues that the mental lexicon
is a large network that is activated by means of activation spreadig. T
important linguistic distinctions are made in the model. The first distinction
concerns a clear division between linguistic levels where semantic, syntactic,
and phonological levels are distinguished. This distinction stems from the
notion that languagé productive on all these levels but that every level
controls differently sized units (e.g., phonemes for the phonological level).
The second distinction involves information that is represented as generative
rules (which is different for every linguistlevel) on the one hand and

information stored in the lexicon on the other. The generative rules contain
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information on productivity of the separate linguistic levels (e.g., baleder
for the morphological level) whereas the lexicon information cteision
productiveknowledge. Speech is produced by connecting nodes that contain
information of the different linguistic levels. Activation starts from the
semantic level and continues to the word level after which it spreads to the
phoneme level. Imptantly, the activation pattern between the nodes of the
word and phoneme level is bidirectional, which means that there is both
feedback and feedforward information. Because of this interactivity, an
intricate pattern of positive feedback loops is creatkie activation levels
regulate themselves. This model explains the LBE in the following way.
During the SLIP task, phonemes are activated by the words that appear on the
screen. These activated phonemes send information back to the word level,
thereby ativating the coresponding words. However, othgrords that
contain these phonemes as walk alsoactivated (i.e., the phonological
neighbaurs). This increases the chances of eventually choosing (and
producing) the wrong word. Yet, if this word is nobrstd in the mental
lexicon, which is the case for naxisting words, then chances of selecting
the wrong representation is much lower.

Previous studies have also demonstrated that context lexicality can
modulate the LBE. The study of Baars et al. (19#%5)instance, manipulated
the lexicality of the context. No LBE was found in a condition where only
nonword pairs were presented (nlaxical context) but an LBE did appear
in the condition that included both existing and +esisting word pairs
(mixed context). This was explained by arguing that the speech monitor (the
system that detects and correct speech errors) adapts its monitoring criteria as

a function of the lexicality of the context. Specifically, they claimed that
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lexicality is not used as aanitoring criterion in a no#exical context, but
does come into play if existing words are presented. Hence, the monitor causes
an LBE only in the mixed context. More recently, Hartsuiker, Corley, &
Martensen (2005) performed a study that closely resehthbg of Baars et

al. (1975) where they focused on the LBE and whethategd lexicality
influenced it. Hartsuiker et al. slightly improved the methodology by
including counterbalanced blocks (Baars et al. did not test the same stimuli in
every context)and altering the data analysis (in contrast to Baars et al.,
Hartsuiker et al. tested for an interaction between context lexicality and
outcome). They replicated the findings of Baars et al. and found an LBE when
both existing and neaxistingwordswere pesented (mixed context), but not
when only norexisting words appeared (ndexical context). Importantly,
Hartsuiker et al. found an interaction between context and lexicality of the
outcome (consistent with a monitoring account) whereas Baars et abtdid
test this interaction. Based on the form of the context by lexicality interaction
they claimed thatooth feedback between phoneme and word level and
monitoring are the cause of the LBE (in contrast to Baars et al., who claimed
that only monitoring isesponsible).

The difference between the two studies lies in the form of the
interaction: in Baars et al., the only condition that differs with regard to the
number of errors compared to the other conditions is themood outcome
condition in the mixedcontext. They therefore assume that there is a
suppression of nelexical outcomes in the mixed context. In Hartsuiker et al.,
however, only the word outcome in the mixed context differs in number of
errors from the other conditions. Figure 1 below displdne results of both

studies.
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Figure 1. Results of the SLixperiments of Baars et al. (1975) and
Hartsuiker et al. (2005) (from Hartsuiker, Corley, & Martensen, 2005, The
lexical bias effect is modulated by context, but the standawditoring
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and Language, 52), 5880). License number: 4253680298410

Contrary to Baars et al., Hartsuiker et al. argue that there is no suppression in

the mixed context but théhe monitor (which is able to function in the ron

lexical context) reduced the numberlekical outcomes in the nelexical
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context. After all, when every item in a block of hundreds of stimuli is a non
word, an upcomingvordis a sure sign of an errgkdditionally, Hartsuiker et
al. argue that the lexicality of the target word cannot be used as a monitoring
criterion in the mixed context because both existing andexsting word
pairs are presented here, and so lexicality is not informative abousies.
The only criterion that can be used here i
wanted to sayd6? Nevertheless, an LBE is fol
explained this by means of feedback. Feedback will increase the activation of
existing wads, ashore X i sting words are not represent e
network. Existing words will therefore be activated more strongly and will in
turn be more likely to be uttered than rexisting ones. In the neexical
context, lexicality of the contexaa be used strategically and tells the monitor
that existing word pairs, which do not occur in this block, should be avoided.
Hence, independently of context, lexical errors are more likely to emerge than
nontlexical errors as a consequence of the funaimof the lexical network,
as described above. But at the same time, in anood context, lexical errors
are also more likely to be detected by the monitor. As such, the monitor
counteracts the lexical bias tendency emerging from the lexical network,
resulting in a reduction or disappearance of the LBE. In short, they argued that
both the monitor and feedback are responsible for the data patterns that were
found and that the monitor sets its criteria according to the lexicality of the
context(see also Hoteboom and Quené (2008), who provigieher evidence
for this combination theory).
There seems to be a consensus on the cause of the LBE and what it says
about the monitoring system, at- least in tI
monitoring system otfhe L2 is not identical to that of the L1 (see Broos,

Duyck, and Hartsuiker (2016) for a review on verbal-sshitoring in L2).



THE LEXICAL BIAS EFFECT DURINGSPEECHPRODUCTION IN THEFIRST AND
SECONDLANGUAGE 169

Both the monitoring account and the feedback account of the LBE predict
differences between L1 and L2. When considering theitaring account,
lexical errors are less likely to be intercepted by the monitor thatenaral
errors as the monitor reviews the lexicality of the upcoming utterance. In L2,
the monitor might have more difficulties with reviewing lexicality of L2
words because words could be encountered that are not known to the speaker.
The monitor would therefore treat existing words as-existing ones,
leading to more corrections of lexical errors. This would result in a weaker
LBE in L2. The feedback account wduhssume that feedback between the
phoneme and word level, which is partially responsible for the LBE, might be
weaker in L2 speakers. According to the wedkdes hypothesis of Gollan,
Montoya, Cera, and Sandoval (2008), bilinguals have no choice bivide
their language use between L1 and L2. As a result, lexical representations of
L2 words are weaker because these words are used less frequently when
compared to L1 words. Consequently, speech will be slowed down and will
also be less accurate in [Because the representations of words are weaker,
feedback between the words and their corresponding phonemes will be weaker
as well. It is therefore conceivable that the LBE should also be reduced in L2.
Thus far, only one study has focussed on the LBEZn In two
experiments, Costa, Roelstraete, and Hartsuiker (2006) asked whether the
LBE is also observed in the L2. Highly proficient bilingual Catefganish
speakers performed the SLIP task in their L2. All target pairs that were
presented in the experent consisted of existing Spanish words and could
result in existing or noexisting pairs after switching. The LBE was found in
the L2. The second experiment focused on language interaction and asked

whether the LBE would also arise in Spar@talan Binguals if the switch
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pair resulted in existing Catalan words while performing the task in Spanish.
The LBE was also found for Catalan words, even when the task was performed
in Spanish. The authors conclude that feedback of activation is present in L2
and that it can spread across languages. During speech production, feedback
is sent from the phonemes to their corresponding lexical representations,
irrespective of the language of the word. However, the speakers that
participated in these experiments wéighly proficient since they learned
Spanish or Catalan before the age of five. Bilinguals who acquired their L2
later on in life will probably show less feedback. It is therefore possible that
weaker feedback will still lead to a reduced or absent LBBninL2. As
mentioned, the monitor examines lexicality of the planned utterances, but this
monitoring criterion is extended to the L2 as well. The monitor therefore asks
whether the utterance is an existing word in either language. This will be easier
for early bilinguals than for late bilingualdeading to differences in the
occurrence of the LBE. Particularly, a reduced LBE will be predicted for less
proficient bilinguals.

The current study will aim to answer the question to what extent speech
erra patterns are determined by monitoring and/or feedback in L1 and L2. At
the same, we will attempt to replicate previous findings that argue for a hybrid
explanation of the LBE. Specifically, we will focus on the occurrence of the
LBE in both the L1 (Dutchand L2 (English) by using the SLIP task, whilst
manipulating context lexicality (Experiment 1). Mixed blocks (half lexical,
half nonlexical) and nodexical blocks will be presented in both the L1 and
L2. The reason for including different lexical coxiteis because previous
research has shown that this influences the LBE. That beingnsastudies
have been performed thatludebotherror monitoring in different languages

and in different lexical contexts. We expect to replicate the same datapatte



THE LEXICAL BIAS EFFECT DURINGSPEECHPRODUCTION IN THEFIRST AND
SECONDLANGUAGE 171

found in previous experiments in the L1. Given that Costa et al. (2006) also
demonstrated an LBE in L2, weypothesie that the LBE will arise in L2 as
well but to a lesser extent. In Experiment 2, we will keep the lexicality of the
blocks constant (miedcontex) while the target pairs can be either lexical or
nonlexical. This way, the number of lexical items that are presented is
increased. The participants might show a difference in the occurrence of the
LBE when presented with more existing wordsgleeir L2 proficiency is lower
than the profiiency of the participants of Costa et al. By presenting more
existing words, the mental lexicon is more likely to be activated to a greater
extent, thereby increasing the chances of the occurrence of an LIBEsin
proficient L2 speakers as well. We therefoggothesie that the strength of

the LBE will increase in L2 by presenting more existing words.

EXPERIMENT 1

METHODS

Participants

Ninety-six unbalanced bilingual Duteanglish speakers (22 male / 74 female,
mean age = 21.0) participated in the experiment. All participants were
recruited at Ghent University and were monetarily compensated. Participants
all reported to have normal heay, normal or correctetb-normal sight, and

not to have dyslexia. The description of the experiment mentioned that English
proficiency of the participants should be relatively good. Participants were
asked to perform the English LexTALE (Lemhofer & Bsran, 2012) in
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order to objectively measure their proficiency. ifhmean LexTALE score
was 75.8/100 (SD = 9.90, range = 5 28.75).

Materials
Each target pair consisted of two reords. When the initial consonants were
transposegdthe target pairauld either resultri a lexical or nodexical pair.
We created two different versions of each target pair, with a phonological
structure that was as similar as possible (i.e., one stimulus pair that resulted in
an existing word pair and one in a rexising word pair as in lingg wimb /
lirs T wilk). The first consonant and the vowel were always the same in both
types of outcome (e.g., tihwd nbodu ntéemimagr t of
i1 imbé) Twad k®dliilliodwk d ) . T h ewere alwags| consonant
different from one another. All stimulus pairs were shaped as either CVCC
(e. g.irid«idbgh CVCbdea&l @), dove@wmac pe. g. , 6gali
The different stimuli lists and target pairs are presented in Appendix A.
Sixteen hundrd monosyllabic letter strings were constructed. Four
blocks were created with these strings: a block with 200 Dutch word pairs and
200 Dutch norword pairs (mixed L1 block), a block with 400 Dutch non
word pairs (nodexical L1 block), a block with 200 Etish word pairs and
200 English nosword pairs (mixed L2 block), and a block with 400 English
nonword pairs (nodexical L2 block). Dutch and English naword pairs
were created by including stimuli with specific bigrams. For instance, the
targetnowvord p aiimish®® dwds cat egori zwodpaeas an Engl i s
as the bigram /sh/ occurs at the coda position in English but not in Dutch
(except in Dutch loanwords). After the experiment, participants were asked to
state whether they noticed anythingtmaular about the different blocks they

just saw. Every single participant responded by saying that they saw one block
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with Dutch words, one with English words, one with fexisting Dutch
"words", and one with neaxisting English "words." This validatése Dutch

and English nofword blocks used in the experiment. The structure of the
blocks was based on that of Hartsuiker et al. (2005). Every block was divided
into 20 smaller blocks, each consisting of 10-fexical pairs, three lexical or
nonlexicalfiller items (depending on the lexicality of the block), one control
item, five biasing pairs, and one target pair. Everything was randomized
within these smaller blocks except for the biasing items. The five biasing items
were randomly assigned acrossesetrials that preceded the target pair with
the constraint that two biasing pairs (with the same vowel as the target pair)
always immediately preceded the target.

In addition to the 200 nelexical pairs that exisdin every block, 20
nonlexical targetpairs were included, leading to a total of 80 target pairs per
participant (since each participant saw every block once). All target pairs
could either result in existing or naxisting stimulus pairs after switching
the initial consonants: In each blodq target pairs resulted in néexical
pairs and the other 10 turned into lexical pairs. Because five biasing pairs
preceded each target pair, we also included 100leacal biasing items.
Additionally, there were 20 control pairs per block. Contratphad to be
pronounced, but they were not preceded by biasing items. These items were
inserted in order to create a pattern from which participants could not predict
the upcoming target pair. The remaining 60 stimulus pairs were either non
lexical pair fllers (in nonlexical blocks) or lexical pair fillers (in lexical
blocks). The language of the lexical pairs was, of course, tailored to the
language of the block. In total, 25% of the presented trials were existing word
pairs (12.5% English, 12.5% DutchjVe ensured that none of the lexical
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biasing items or lexical fillers used in the experiment consisted of PButch
English cognates or false friends while the 4hexical pairs did not resemble
any Dutch or English word, orthographically or phonologically.

Procedure

Participants were seated in front of a computer screen in a quiet room.
Responses were recorded by an Edirol MP3 recorder by Roland-§@idmR

24 bit, 96 kHz. Participants wore headphones that played back white noise of
70 decibels (followig the procedure of Baars et al. (1975) and Hartsuiker et
al. (2005)). The white noise was intended to hinder external monitoring for
errors. The participants were instructed to silently read the stimulus pairs that
were presented on the screen. Howeverthdy heard a beep over the
headphones, they were asked to name the last stimulus pair they saw on the
screen as quickly as possible. Participants only heard a beep if the stimulus
pair was a target pair or control item. The presentation of the stimulgs pa
was almost identical to that of Hartsuiker et al. (2005). The experiment started
with afamiliarization phase of 20 trials, after which the experimental phase
began. Every stimulus pair was presented on the screen for 700 ms after which
a blank screeonf 200 ms followed. A beep of 400 ms was played in case a
target pair or control item was presented. After 1000 ms, a second beep of 400
ms followed. Participants were asked to pronounce the stimulus pair as
quickly as possible but to make sure that thriglied speaking before they
heard the second beep. The next trial was presented immediately after the
second beep. Responses were annotated in Praat (Boersma & Weenink, 2017)

after the experiment ended and errors were categorized as full exchanges

(6 hiusunt 6 beciomerst 60)duspgarti dl denmcdhanges

(ot
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becomesd wdtuds tichhru ndhby st or ddlhet 6ebecomecOhust

60 muisnku | t 6) .

Data analysis

Before the final data set was anadys eight participants were excluded as
they answered more than 50% of the trials incolyed@the final data set was
analygd by means of Poisson regressiorubingthe packages car (245)

and sandwich (version 2@) in R (3.2.1) (R Core Team, 2013). The data set
and Rscripts are posted bne at Open Science Framework
(https://osf.io/egro3/).

RESULTS

Out of the 702%7responses produced in this experiment, 5026 (71.5%) were
correct, 152 were full or partial exchanges (2.2%), 1578 were other errors
(22.5%) and 271 were missed trials (3.9%). The percentage of full and partial
errors is in line with what has been foungnevious studies (see Costa et al.,
2006). The number of correct responses was similar in L1 (2482 (70.5%)) and
in L2 (2544 (72.3%)).

An initial analysis considered all exchanges (full and patrtial) in the
entire data set. Because these exchangeswakg up around 2% of the data
(while the correct answers make up 71.4%), we used Poisson regression
instead of generalized linear mixed effects modelling. The advantage of
Poisson regression is that it focuses on the number of mistakes that were made
per ategory, per participant. Poisson regression is the most adequate analysis

to use when considering count data that are unlikely to occur (transposition
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errors) while the opportunities of this type of error to occur are plentiful (Coxe

& West, 2009). Analyss will focus on the predicted number of mistakes based
on Poisson regression models. The final model of the entire data set contained
the fixed factors Context (mixed vs. nt@xical context), Outcome (lexical

vs. nonlexical switch), and Language (L1 vk2) while the dependent
variable was Number of Errors (per participant, per category).

Observed Number of Errors

40

*k%k

/7*

Qutcome

. lexical

non-lexical

L1 mixed L1 non-lexical L2 mixed L2 nan-lexical
Context

Figure 2. The observed number of errors in L1 and L2 divided by outcome
and context. Full switches and pargaichanges are combined since only few
errors were made.
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Figure 2 shows the distribution of the errors in both contexts and languages (a
detailed table of raw error scores and correct responses can be found in
Appendix C). The factor Outcome was significém=-1.68,SE= 0.39,z= -

4.37,p < .001): There were more lexical errors than-fextical ones, thus
demonstrating an LBE in the overall data set. Language was also a significant
factor @ =-1.20,SE= 0.32,z=-3.78,p < .001): There were more ersoin

L1 than in L2, a rather surprising finding that will be elaborated upon in the
discussion. There was no main effect of Contbxt {0.39,SE= 0.24,z= -

1.64,p = .10). The interaction of Outcome and Context was signifidant (
1.02,SE= 0.50,z = 2.05,p = .04): the LBE was larger in the mixed than the
nonlexical condition, suggesting that the LBE is modulated by context.
Importantly, there was an interaction effect between Outcome and Language
(b=1.89,SE= 0.54,z= 3.52,p < .001): The LBE was larger in the L1 than

in the L2. Indeed, Figure 2 suggestattthe LBE is restricted to LEinally,

the threeway interaction between Outcome, Context, and Language was not
significant @ = -1.16,SE= 0.73,z = -1.58, p = .11). Follow-up analyses

considered the data separately for L1 and L2.

L1

The final model of the L1 data set contained the fixed factors Context (mixed
vs. nonlexical context) and Outcome (lexical vs. Hemical switch) while

the dependent variable was NumbégErrors (per participant, per category).
The factor Outcome was significaht£-1.68,SE= 0.39,2=-4.37,p < .001),
demonstrating a clear LBE in L1. There was no significant effect of Context
(b=-0.39,SE=0.24,z = -1.64,p = .10). The interaatin of Outcome and
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Context was significanb(= 1.02,SE= 0.50,z= 2.05,p = .04): The LBE was
larger in the mixed than in the ndéexical condition.

L2

The only difference with the L1 model was that proficiency was added as a

covariate inordertotesth et her t he number of errors depe
English proficiency. None of the main and interaction effects were significant:

(Outcome:b = 0.34,SE= 0.59,z = 0.58,p = .57; Context:f§ = 0.47,SE=

0.57,2=0.82,p = .41); Proficiency: f§=-0.02,SE= 0.02,z=-1.10,p = .27);

The Outcome x Context interactiofi:% -0.11,SE= 0.75,2=-0.15,p = .88)).

DIscUSSION

Experiment 1 has demonstrated that, at least in an experimental situation in
which rather few existing words are presented (12.5%), there is a clear LBE
in L1 but not in L2. In L1, the LBE was larger in the mixed context than the
nonlexical context, whicltreplicates the findings of Baars et al. (1975) and
Hartsuiker et al. (2005). The absence of the LBE in L2 contrasts with the
findings of Costa et al. (2006). However, that study differed in several
potentially important ways from the current experimerdast@ et al. tested
early bilinguals and only presented lexical items.

The findings thus far are consistent with an account according to
which monitoring for lexicality affects the pattern of slips of the tongue, but
that the L2 lexicon needs to be suffiatly activated for the monitor to use L2
lexicality as a criterion. However, the feedback account can also explain the
lack of an LBE in the L2. According to Hartsuiker et al. (2005), the LBE in
the mixed context is caused by feedback between the phameweord level,
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assuming that words are activated strongly enough. The reason why no LBE
is found in L2 is that the activation of L2 words is too weak, meaning that
only little activation is sent back to the phoneme level. To test whether the
LBE arisesm L2 in a situation in which there is stronger L2 lexical activation,
Experiment 2 presented mixed blocks only. Additionally, in half of the blocks,
the target items themselves consisted of existing words, whereas in the
remaining blocks, they were n@xisting words (as was the case in
Experiment 1). Adding target pairs with existing words might further increase
the importance of lexicality in L2. Two blocks of Experiment 2 are directly
comparable to two blocks of Experiment 1 (i.e., the mixed;waord taget

blocks), differing only in global lexical context.

EXPERIMENT 2

METHODS

Participants

Ninety-six further participants (22 male / 74 female, mean age = 20.4) were
recruited at Ghent University. Participants were monetarily compensated.
They all repored to have normal hearing, normal or corred¢tedormal sight,

and not to have dyslexia. Once again, the description of the experiment
mentioned that English proficiency of the participants should be relatively
good. Participants were asked to performBEhglish LexTALE (Lemhofer &
Broersma, 2012) in order to objectively measure their proficiency. The mean
LexTALE score of the participants was 74.8/100 (SD = 11.25, range = 53.75
i 96.25).
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Stimuli

The stimuli were partly identical to those in Experiment 1: in particular, both
the Dutch and the English mixed blocks were identical to those used in
Experiment 1. The other two blocks were also mixed blocks, so that that all
four blocks had the same leai context. The only difference with the
previous experiment is that the target pairs in the two new mixed blocks
consisted of existing words. The words that were part of the biasing pairs in
these blocks were therefore existing words as well. The twakblihat were
identical to that of Experiment 1 still contained rexisting target pairs.
Hence, the lexicality of the target word is now a manipulated factor. Note that
the amount of exposure to existing word pairs has increased to 50% (25%
English, 25%Dutch) as all blocks are mixed blocks. All other stimuli were

identical to that of Experiment 1. The target pairs are listed in Appendix B.

Procedure

The procedure of Experiment 2 was identical to that of Experiment 1.

RESULTS

Of the 7680 responseproduced in this experiment, 6084 (79.2%) were
correct, 143 were full or partial exchanges (1.9%), 1349 were other errors
(17.7%), and 104 trials were missed (1.4%). The number of correct responses
was similar in L1 (3014 (78.5%)) and in L2 (3070 (79.R% initial analysis
considered all exchanges (full and partiahe entire data set (Figurg Ihe

final model of the entire data set contained the fixed factors Target lexicality

(lexical vs. nodexical target), Outcome (lexical vs. ndexical swtch), and
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Language (L1 vs. L2) while the dependent variable was Number of Errors (per

participant, per category).

Observed Number of Errors

40

*

/7
Qutcome

. lexical

non-lexical

L1 Mon-word L1 Word L2 Mon-word L2 Word
Target

Figure 3. Observed number of errors in L1 and L2 divided by outcome and
target lexicality. Full switcheand partial exchanges are combined since only
few errors were made.

Figure 3 shows the number of errors for each target type and language
(a detailed table of raw error scores and correct responses can be found in
Appendix C). Outcome was not significgbt= -0.55,SE= 0.32,z=-1.70,p
= .09): In other words, there was no LBE in the overall data set. There was
also no main effect of Targeb € -0.26, SE= 0.30,z = -0.88,p = .38) or
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Language f§f = -0.00, SE= 0.28,z = 0.00,p = 1). There was, howewrea
significant threeway interaction of Outcome, Target, and Langudye ¢
2.73,SE=1.18,z=-2.32,p = .02). Figure 3 suggests that there is an LBE in
both L1 and L2 for nomword pairs, but an LBE only in L2 for word pairs. To
see whether this patteholds after investigating the interactions themselves,
we ran separate analyses per language.

L1

The final model of the L1 data set contained the fixed factors Target (lexical
vs. nonlexical target) and Outcome (lexical vs. Aexical outcome) while

the dependent variable was Number of Errors (per participant, per category).
Neither the main effects nor the interaction reached significance (Outbome:
=-0.55,SE=0.32,z=-1.70,p = .09; Target:0.26,SE= 0.30,z=-0.88,p =

.38; the interactio Outcome x Targeb = 0.19,SE=0.48,z=0.41,p = .68).

L2

The final model of the L2 data set contained the same variables and
proficiency was added to this model in order to test whether English
proficiency had an effect on the number of ertbeg were made. Contrary to

the L1 data set, there was a main effect of Outcdrme-0.86,SE= 0.36,z=
-2.39,p=.02) indicating that there is an LBE in L2. Target was not significant
(b=0.14,SE=0.27,z= 0.53,p = .60) and neither was Proficignh = -0.01,
SE=0.01,z=-1.20,p = .23). Finally, the interaction between Outcome and
Target was significant(=-2.54,SE= 1.08,z=-2.36,p = .02) suggesting that
lexicality of the target pair also modulates the LBE, with a stronger LBE for

word targets.
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COMBINED ANALYSIS

Recall that half of the blocks in L1 and L2 were identical to each other (the
mixed blocks of Experiment 1 / namord target blocks of Experiment 2). An
additional analysis was performed in which these blocks were combiitied, w
Experiment as an additional factor. This way, both the strength of the LBE
across experiments and languages as well as the effect of recent language
exposure (see subsetted analyses below) could be determined.fimathe
model, the factors Outcomkanguage, and Experiment were included. The

factor Experiment consisted of two levels: Experiment 1 and Experiment 2.
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Number of Mistakes
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. lexical
non-lexical

L1_exp1 L1_exp2 L2 _expl L2 _exp2
Lang_exp

Figure 4. Observed number of errors in L1 and L2 divided by outcome,
languageand experiment of the identical blocks between Experiment 1 and
Experiment 2. Full switches and partial exchanges are combined since only
few errors were made.

Figure 4 shows the comparison of lexical and -lexical errors
between experiments and langaagThe factor Outcome was significamt(
-1.68,SE=0.39,z=-4.37,p < .001): there was an LBE in the combined data
set. There was also an effect of Langudye {1.20,SE=0.32,2=-3.78,p<
.001), indicating that participants produced morersrio L1 than in L2.
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Experiment was also significarit£€ -0.59,SE= 0.25,2=-2.38,p = .02): there

were fewer errors in Experiment 2. All tweay interactions were also
significant. The Outcome and Language interactipn {.89,SE= 0.54,z=
3.52,p<.001) indicates that the LBE is larger in L1. The interaction Outcome
and Experimenti(= 1.13,SE= 0.50,z= 2.25,p = .02) suggests that the LBE

is stronger in Experiment 1. The interaction between Language and
Experimentb=1.20,SE= 0.42,z= 2.84,p = .004) reveals that the difference

in number of errors between L1 and L2 is smaller in Experiment 2. Finally,
there was a significant threay interaction of Outcome, Language, and
Experiment b = -2.20,SE= 0.72,z=-3.04,p = .002). This suggés that in
Experiment 1, the LBE was limited to L1 but in Experiment 2, it occurred in
both L1 and L2. The data set was divided by language in order to measure
how recent language exposure affects the LBE in L1 and L2. The only
difference between these mtizal blocks in Experiment 1 and Experiment 2
was the amount of exposure to existing word pairs in the experiment as a

whole.

L1

Thefinal model for the L1 data set contained the fixed factors Outcome and
Experiment. There was a main effect of Outcobhe {1.68,SE=0391,z=-
4.37,p < .001) revealing an overall LBE across experiments. The factor
Experiment also reached significanbe=(-0.59,SE= 0.25,2=-2.38,p=.02)
indicating that fewer errors were made in Experiment 2. Finally, the
interacton of Outcome and Experiment was significamt=(1.13,SE= 0.50,
z=2.25,p = .02) meaning that the LBE was weaker in Experiment 2 than in

Experiment 1. Hence, the LBE is reduced in L2 because of the presence of
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more existing L2 words throughout thepeximent. Therefore, lexicality
becomes less interesting as a monitoring criterion in L1. Additionally,
inhibition of the L1 of the mental lexicon might be increased as well.

L2

The final model of L2 data was identical to that of L1. Outcome was not a
significant factor b = 0.21,SE= 0.37,z= 0.56,p = 0.57). No overall LBE

was found in L2. The main effect of Experiment did not reach significdnce (

= 0.61,SE= 0.34,z= 1.78,p = .07). Importantly, the interaction between
Outcome and Experiment wagsificant o =-1.07,SE= 0.52,z=-2.06,p =

.04). This suggests that the LBE is stronger in Experiment 2 (where more
existing English words were presented) than in Experiment 1, the reversed

pattern of what is seen in L1.

DIsScUSSION

Unlike Experimen1, Experiment 2 did not demonstrate an overall LBE (even
though it was descriptively present in most conditions). There was an overall
tendency for an LBE, but the LBE was strongest in the L2 word condition.
Note that the most obvious difference with Exment 1 was the larger
number of real words in L1 and L2 that participants were exposed to. When
dividing the data by language, there was a marginal LBE within L1 but no
modulation of the LBE due to target lexicality. The L2 data set did reveal an
LBE ard modulation by target lexicality. Hence, the L2 effect is boosted by
pronouncing existing L2 words.

A final analysis was performed that compared error rates from the two

blocks of Experiment 1 that are directly comparable to those of Experiment 2.
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The conbined analyses showed that more errors were made in L1 and in
Experiment 1, that the LBE was stronger in L1 and Experiment 1, and that the
LBE occurred in both L1 and? in Experiment 2 but only il in Experiment

1. Importantly, the analyses per language revealed that the LBE in L1
decreased from Experiment 1 to 2 whereas it increased in L2. Therefore, the
amount of recent language exposure seems to affect the LBE differently in L1
than in L2, sugesting that the L2 mental lexicon is activated more strongly in
Experiment 2. This implies that lexicality becomes less important as a

monitoring criterion in L1 but more important in L2.

GENERAL DISCUSSION

Two experiments elicited slips of the tongne.1 and L2. Experiment 1, in
which only few existing words were presented, demonstrated a clear LBE in
L1 but not in L2. Experiment 2, in which more existing words were presented,
however, demonstrated an LBE in the L2 but a strong reduction of this effe
in the L1. Additional analyses of a subset of the data (hamely the blocks that
were identical in both experiments and thus directly comparable) found a
threeway interaction between Outcome, Language, and Experiment. This
interaction suggests a stron®E in Experiment 1 for L1, but not for L2
whereas Experiment 2 reveals a comparable LBE in both languages. Finally,
analyses on the subset data per language revealed that adding more existing
L1 and L2 words leads to an increase of the LBE in the L2 haittkecrease
in L1.

The significant interaction of Outcome and Context for L1 in

Experiment 1 indicates that the LBE is modulated by context, just like in
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Hartsuiker et al. (2005). This supports the notion that both feedback and
monitoring are used during error detection, at least in L1. As Hartsuiker et al.
argue, feedback appears to be responsible for the LBE in blocks with a mixed
context since lexicalit)cannot be used as a perfectly reliable monitoring
criterion. The smaller LBE in the ndaxical blocks, blocks where lexicality
does become meaningful as a monitoring criterion, reflects the influence that
the monitor has on the LBE. The LBE decreasesalmsz the monitor
intercepts more lexical errors. Note that this explanation can only account for
the data patternthat Hartsuiker et alfoundand not for those in Baars et al.
(1975) because Baars et al. found more lexical errors in the mixed context as
opposed to the other categories (see Figure 1). Results of Baars et al. indicate
that the number of nelexical errors in the mixed context is suppressed while
the data pattern of Hartsuiker et al. suggests that the monitor reduces the
number of norword erors in the nodexical context. In the current study, the
number of errors in the ndaxical blocks was much lower compared to that
of Baars et al. and the data pattern is more similar to that of Hartsuiker et al.
On the one hand, Baars et al. (1979l explain the occurrence of
the LBE in L1 in Experiment 1 by the monitoring hypothesis. They assume
that the monitor examines the | exicality of
word or no t-léxitd errordarerirderceptech by the monitoan
lexical ones, as confirmed by the observed number of errors with a lexical and
nortlexical outcome in the mixed context. The notion that the monitor also
takes lexicality of the context into consideration is also verified by the
decrease of the LBE iine nonlexical context. On the other hand, Hartsuiker
et al. (2005) suggest that a combination of both monitoring and feedback can
explain the LBE. They argue that in the mixed condition, the monitor cannot

use lexicality as monitoring criterion from vehi they conclude that feedback
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causes the LBE in the mixed context. The LBE is reduced in strength in the
nontlexical context because the monitor can function in thelexical block.
Our pattern of results support the explanation of Hartsuiker et &5)20

In order to see the effect of monitoring on the LBE, however, we
observed the data pattern in the block that only containdexaral items.

Note that Experiment 1 did not show an LBE in L2 speakers in théeraral
context, but we do not know wtineer the effect did not arise due to the monitor

or because the mental lexicon was not activated strongly enough. If the
monitor nullified the effect, then both lexical and Hewical errors are
intercepted to the same extent. Yet, if the mental lexicas mot adequately
activated then the monitor would not be able to take lexicality into account in
the first place. Whatever the reason, the LBE (and its modulation by context)
was not observed when participants performed the -8idR in L2. One
possibility is that the LBE simply does not exist in L2. In contrast, Costa et al.
(2006) did find an L2 LBE. But, as mentioned above, these authors used more
existing words pairs, so that the stronger degree of exposure to lexical items
could have triggered theird LBE. In addition, their participants were early
bilinguals whereas our participants acquired English relatively late. Both
factors may have contributed to stronger activation of L2 representations in
Costa et al.'s study compared to the current one. h&fefore argue that
sufficient activation of the mental lexicon is needed for the LBE to occur.

The feedback hypothesis (Dell, 1986) is able to explain the results of
Experiment 2, which seem to confirm that enough activation is needed to
sufficiently tigger the LBE (which was found in L2 when more existing word
pairs were presented). All the blocks in Experiment 2 were made up of existing

and norexisting words, rendering lexicality useless as a monitoring criterion.
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The occurrence of the LBE can thenef be explained by feedback between
the phoneme and word level, just as in Experiment 1 for L1 speakers.
Increased activation of the L2 mental lexicon also increase the amount of
feedback, eliciting the LBE that originates from such feedback. Note that we
do not claim that the L2 lexicon is not activated in the first place, but that
recent L2 exposure is needed to reach a certain threshold so that lexicality can
be taken into account as a monitoring criterion. A further factor that might
have increased thi&elihood of the occurrence of the LBE in L2 was the
lexicality of the target pairs. In Experiment 2, half of the target pairs that had
to be pronounced existed, which might have increased activation throughout
the lexicon. The LBE in Experiment 2 for [However, was weaker compared

to Experiment 1.

Thecombination of monitoring anf@edback can clarify the results of
Experiment 2 as well. If one assumes that the monitor cannot use lexicality as
monitoring criteria when both lexical and ntaxical pais are presented, then
feedback should be responsible for the LBE. However, if only feedback would
be responsible for the LBE then no difference would be expected in the size
of the LBE (at the very least, the LBE should not be stronger in L2). We argue
tha the monitor exhibits topown control in order to decide in which
language monitoring should be performed. This suggests that the reduced LBE
in L1 reflects inhibition of L1 when monitoring in L2. Similar to asymmetric
switching costs, the L1 is suppredgo a greater extent than the L2, which is
indicated by the size and strength of the LBE.

To support the notion that presentation of more existing L2 words
increases activation of other L2 words, one needs to assume that there is top
down control durind-2 speech production. Green (1998) already proposed

such a toglown control function in his Inhibitory Control model where so
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called language task schemas are modulated by Higyedrcontrol. These
language schemas are used to inhibit lexical compgtidoring speech
production, thereby helping to decide on the correct utteranceddwp
control can also explain the occurrence of asymmetric switching costs. This
means that bilinguals have more difficulty to switch back to L1 during
speaking than to swgh from L1 to L2. According to Green (1998), selection

of the correct language requires inhibition of the -temget language.
Switching cost therefore reveals the amount of inhibition that was required to
speak in the target language. Abutalebi and G(2668) showed by means

of functional neuroimaging data that bilinguals use cognitive control networks
to perform tasks such as switching languages during speech production. They
argue that several neural regions of control exist that are dependent on an
inhibitory mechanism. Turning to the results of Experiment 2, inhibition of
the L1 might therefore be reflected in the weaker LBE that was observed in
L1. At the same time, a tegiown control mechanism can also explain the
occurrence of the LBE in L2. Thewect language is selected by means of
top-down control, meaning that the presentation of more existing L2 words
activates the L2 lexicon.

Finally, the current findings also tell us something about language
activation of a spemkhad &csta ethl aready L 2. On t
showed that the LBE spreads across languages, supporting the notion that
activation spreading is languagelependent (see also Grainger & Dijkstra,
1992). On the other hand, the lack of an LBE in L2 in Experiment 1 indicates
that the L2 is not (or barely) active. Presumably, the key difference between
the study of Costa et al. and our study is the proficiency of the speakers. In

case of highly proficient speakers, fewer existing L2 words are needed to
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(sufficiently) activate te L2 mental lexicon whereas more exposure is
required for less proficient speakers. It appears that the L2 is not always
activated enough in these low proficient bilinguals to give rise to an LBE.
In conclusion, the LBE was found in L1 but not in L2 inpExment

1 (where fewer existing words were presented), whereas the effect did arise in
L2 in Experiment 2 (with more existing words). When comparing identical
blocks across experiments while dividing it by language, it becomes apparent
that the recent anomt of exposure to existing words appears to have an
influence on the appearance of the LBE in L1 and L2. We conclude that more
exposure to lexical items leads to an increase in activation of the mental
lexicon (and lexical representations) of the targeguage, facilitating the
LBE. Ultimately, our results support a combination of monitoring and

feedback to explain the occurrence of the LBE.

NOTES

1: 13 trials were not recorded by the MR8order meaning that the total
number of trials amounts to 7027stead of 7040 (88 subjects * 80 target

trials)
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CHAPTER 6
DELAYED PICTURE NAMING IN THE FIRST AND
SECOND LANGUAGE 1

Previous studies have shown that second language (L2) speakers are
slower during speech production than first language (L1) speakers
(Gollan, Montoya, Cera, & Sandoval, 2008ome hypotheses claim that
this is due to a delay ilexical retrieval (Gollan et al., 2008). However,
more recent studies found evidenthat the delay is situated pbst
phonological stage(Hanulova, Davidson, & Indefrey, 2011). The current
study used the delayaquicture naming paradigm in order to sedether
articulation itself is slower in L2 than in L1 and to observe whether
phonological complexity of the picture names would influence reaction
times. DutckEnNglish unbalanced bilinguals were asked to perform both a
regular picture naming task and a dgkd picture naming task in English
and Dutch. Speakers were slower when naming the picture in L2 during
the regular picture naming task but not in the delayed condition.
Phonological complexity did not affect response latencies. We conclude
that articulaion in itself is not significantly slower when bilinguals name

pictures in their L2.

1Broos, W.P.J., Duyck, W., Hartsuiker, R.J. (in preparatior)ayed Picture Naming
in the First and Second language
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INTRODUCTION

As described in Chapter 3, several studies have found L2 disadvantages during
speech production. L2 speakers tend to make more mistakes than L1 speakers
(Poulisse, 1999), are slower and less accurate at naming pictures (Gollan,
Montoya, Cera, & SandovalP28), and Tigof-the-Tongue states occur more
frequently (Gollan & Silverberg, 2001). Bilingualism has even been found to
have an effect on the native language. Gollan, Montoya, FenNeltratine,
and Morris (2005), for instance, focused on the effectilofgualism itself
where both monolingual and bilingual speakers were asked to perform a
picture naming task in their native language. Monolingual speakers were
faster in naming the pictures in their native language and made fewer mistakes
than bilingualsvho performed the task in their dominant language. Moreover,
this effect was still present after the same pictures were repeated three times.
There are multiple theories as to why L2 speech production is slower
and less accurate. However, the locus of #lowdown has not yet been
agreed upon. The weaklimks hypothesis (Gollan et al., 2008) assumes that
difficulties arise at the prphonologicalstages (e.g., during lexical access or
phonological encoding). It argues that bilinguals are forced to eithidir
language use among their L1 and L2, meaning that certain words are used less
frequently, leading to weaker lexical representations. The wdiaksr
hypothesis is not alone in assuming that the &lown in L2 speech
production is situated earlieon in the speech production process. The
competition for selection hypothesis (Green, 1998; Kroll, Bobb, &
Wodniecka, 2006) claims that L1 and L2 representatimmpete with one
another. This happens when a certain task has to be performed in two

languags but also when only one language is needed. It is agreed upon that
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simultaneous activation of two languages occurs during speech planning (see
also Colomé, 2001 or Monti, Osherson, Martinez, & Parsons, 2007).
According to the competition hypothesis, tliempetition occurs at the
semantic and lexical level.

Alternative theories on the L2 disadvantage also exist which assume
that the slowdown is situated at peghonologicalstages (i.e., articulatory
preparation and articulation) (Guo & Peng, 2007; Hawéyl Davidson, &
Indefrey, 2011; Indefrey & Levelt, 2004). Hanulova et al. (2008) performed
an ERP experiment in which Dut&nglish unbalanced bilinguals performed
a monitoring task and a delayed picture naming task in a g@'mparadigm.
Participants wee asked to press a button (or refrain from pressing one)
depending on whether a depicted object was manmade or natural or whether
it started with a particular phoneme. Hence, both a semantic and phonological
N200 (which indicates response inhibition) d@nmeasured in both L1 and
L2. The semantic N200 occurred before the phonological one in both
languages but there was no time difference between L1 and L2 regarding the
time that both N200 components arose. That is to say, there was no language
effect on smantic and phonological N200 intervals, which suggests no
language difference in pyghonologicaktages.

Other studies that support the pphbnological explanation were
performedby Broos, Duyck, and Hartsuiker (submitted, in preparation). They
attemped to shed further light on the questmiwhether the L2 slovdown
is situated at preor postphonological stages of speech production. In order
to test this, they used a picture naming task and a phoneme monitoring task in
a pictureword interferencg@aradigm. The picture naming task was included
to verify whether DutctEnglish bilinguals were indeed slower than English

monolinguals when naming the pictures in English. During the phoneme
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monitoring task, both participant groups were asked to presstenkitia
particular phoneme was present in an English picture name. This monitoring
task arguably involves lexical retrieval and phonological encoding, but not
articulatory planning or actual articulation. Articulatory preparation will most
likely not ocaur, as speech does not actually have to be produced. The tasks
that were performeth this study were used in a pictunerd interference
paradigm in order to confirm that phoneme monitoring taps into regular
speech production processes. The distractordsvaéhat were used could
phonologically overlap with the English picture name (dap,i bug/ bagi
fog / bagi bet) or not (bag rod). The amount of phonological overlap
between the picture name and distractor word should therefore modify
response lateies if this task indeed taps into regular word form retrieval (see
also Wheeldon & Levelt, 1995). Bilingual speakers were slower to name
pictures in English than monolingual speakers. Importantly, this L2
disadvantage was not found in the phoneme mongotask. As pre
phonological stages of speech production are completed in both picture
naming and phoneme monitoring, they argue that the L2dtown is situated
at postphonological stages.

The currenthapteraims to answer the questiohwhether theslow
down in L2 speech production originates from articulation. The sole influence
of articulation itself can be determined by asking monolingual English and
bilingual Dutch-Englishparticipants to perform a regular picture naming and
a delayed picture maing task in L1 (and in both L1 and L2 for bilinguals).
All speech production processes in the delayed picture naming task are
performed, except for articulation (see Rastle, Croot, Harrington, & Coltheart,
2005). If participants are slower in naming preiin English than in Dutch

in the delayed condition, then slower articulation of picture names in their L2
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is the only explanation for the L2 disadvantage. This would support the post
phonologicalaccount, which assumes that the locus of the -slown is

situated at later stages of speech production. However, if there is no difference

between the delayed condition in L1 and L2, then articulation itself cannot be

responsible for the slodown. Taking the findings of Broos et al. (submitted)

into considerabn, the latter finding would suggest that the delay is still

situated at a pogthonological stage, but not at the final one (i.e., articulation).

This would indicate that articulatory preparation and/or planning would be

responsible for the L2 delay. Aadditional goal was to see whether

phonological complexity of the onset and coda of the picture names would

influence the response latencies in either the regular or the delayed picture

naming condition. An example of a simple phonological constructiodwvou

be the picture name 6l egd where only one <c
coda. The picture name o6stool 6 would be
construction as there is a consonant cluster in the onset of the name. L2

speakers might have more difficukién producing L2 picture names with

complex consonant clusters than L1 picture names with a similar construction.

METHODS

PARTICIPANTS

Forty monolingual English speakers (male = 10 / female = 30) and 43 (male
= 7 |/ female = 36) bilingual DuteBnglish speakers participated in the
experiment and were recruited at the University of Leeds and Ghent
University, respectively. Participants alported to have normal hearing,

normal to correctetb-normal sight, and not to have dyslexia. All participants
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performed the MINT test (Gollan, Weissberger, Runngvist, Montoya, & Cera,
2012), a picture naming task that measures English proficiency. Wasr®
overlap in pictures between the MINT test and the stimuli used in the
experiment. The monolingual English speakers scored a total mean average of
48.85/52 (= 93.9%) whereas the bilingual DuEglish speakers obtained a
total mean score of 30.62%= 58.9%). The difference between the scores of

the mone and bilinguals speakers was significant (t(44.03) = 8.82, p < .001).

MATERIALS

Forty-four pictures were presented twice (once in the regular picture naming
block and once in the delayed namingdi) when the monolingual English
speakers performed the task. The bilingual group performed the task in both
their L1 (Dutch) and their L2 (English), meaning that they saw the 44 pictures
four times (L1 regular block, L1 delayed block, L2 regular blocid &2
delayed block). All blocks were counterbalanced, leading to a total number of
two versions of the experiment for the monolingual English group and 24
versions for the bilingual group. Twentye out of the 44 pictures were target
trials where the piore name could either have a simple phonological
construction (13 pictures) or a complex construction at onset (four pictures)
or coda (four pictures) position. The remaining 23 pictwere used as fillers.

The translation equivalents matched in phogal complexity and all target

picture names wer sti gpsit)d syof thrgebstinwli (e . g .

is presented in Appendix A.

6c
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PROCEDURE

Participants were seated in front of a computer screen in a quiet room. Before
the experiment beganagicipants were asked to fill out a questionnaire
regarding their English language use and to perform the MINT test to measure
their English proficiency. Next, the two tasks that had to be performed (picture
naming and delayed picture naming) were expglimo the participants.
During the regular picture naming task, a fixation cross wasepted on the
screen for 700 mafter which the picture appeared for 3000 ms. After the
picture disappeared from the screen, a blank screen was presentdirfts 50
after which the next trial began. Participants were asked to name the picture
as fast and accurately as possible as soon as it appeared on the screen. The
delayed picture naming task was almost identical, exceptht cue that
appeared 1250 nafter the piture was presented on the screen. This time,
however, the picture remained on the screen for 2000 ms after the cue was
presented. Now, participants were asked to hame the picture as soon as they
saw the exclamation mark on the screen (see Figure 1). phdregnt started

with a twablocked practice phase where five regular picture naming trials and
five delayed trials were presented. The picdwsed in the practice trials did

not overlap with the ones used in the rest of the experiment.
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700 ms !E

1250 ms

2000 ms

500 ms
time

Figure 1. Graphical representation of a delayed picture naming trial

DATA ANALYSIS

Two data sets were created: one data set that combined the data of L1 speakers
and L2 trialsof L2 speakers (betweesubjects data set) and another data set
that combined L1 and L2 trials of L2 speakers (withuibjects data set).
Before the data sets wemmaly®d, incorrect trials were removed first
(1584/4150 trials for between subjects and 1937/4300 for within subjects).
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Incorrect trials were considered trials where the wrong picture name was used,
an article was put in front of the picture name, or when tiaé was not
fluently pronounced. Additionally, trials where the response was uttered too
early (before the cue appeared in the delayed condition, which almost never
occurred) were deleted as well. A second exclusion criterion was put into
place, namely tt the corresponding trials of target pictures that were
answered less than 30% correctly were removed from the data set. Mean
accuracy per language group, per condition was used to determine which
target pictures fell below the accuracy threshold. Ircthreent study, the total
number of deleted target pictures amounted to three out of 25 target pictures
for the betweersubjects data set and five out of 25 target pictures for the
within-subjects data set. Most of these trials were already removed ligsthe f
removal procedure, but the remaining correctly answered trials of the < 30%
accuracy target pictures were removed as well (92/2566 trials for the between
subjects data set and 143/2363 for the withibjects data set). Finally,
extremely fast trial§< 100 ms) weralsoremoved from the data sets. The
number of deleted trials according to this third exclusion criteria were 27/2474
trials for the betweesubjects data set and 10/2220 for the wigibjects
data set.
Response latencies were manuathged with the computer program

Praat (Boersma & Weenink, 2017). Note that in case of regular picture naming
trials, response latencies were measured as soon as the picture was presented
on the screen. For delayed picture naming trials, however, respoaiseies
were measured when the exclamation mark appeared on the screen.

The data set was anaftsby means of linear mixed effects models with
the Ime4 (version 1-14), car (2.15), Ismeans (2.22), and ImerTest (version
2.0-33) package of R (versidh4.1) (R Core Team, 2013). This allowed for
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inclusion of both subject and item as random factors (Baayen, Davidson, &
Bates, 2008). The first step of the analysis was to create a linear mixed effects
model with a maximal random effects structure (se@wbelkthat did not
include lexical covariates (i.e., lexical frequency, Levenshtein distance,
character length, and visual complexity of the picture). Next, the lexical
covariates were standardized as these were all presented on different scales.
Potential nalti-collinearity was tested for by calculating the VIF (Variance
Inflation Factor) where a value exceeding 10 is indicative of raaltinearity
issues. Finally, the lexical covariates were added to the model after which
interactions with each fixed famtwas tested for. Interactions were tested by
means of model comparisons where we compared a model without
interactions between a fixed factor and lexical covariates and a model that did
interact with a fixed factor. Note that fixed factors were intechetih the

lexical covariates one at a time in separate modétslihood ration tests
wererun on the optimal model in order to determine the main effects and

interaction effects.

RESULTS

BetweenSubjects Analysis
Reaction Times

The fixed factors that @re included in the model for the betweserbjects

data set were Language Group (L1 speakers vs. L2 speakers of English),
Condition (Delayed vs. Regular picture naming), and ltem Type (Simple vs.
Complex consonant clusters). Interactions ofiedld factars were included

in the model Trial was added as e@riate as the same pictures were
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presented more than once. The lexical covariates lexical frequency,

Levenshtein distance, character length, and visual complexity of the picture

were included as well. dNinteractions between lexical covariates and fixed

factors were added. Random sl opes were det e
random effects structured approach as adopt
Tily (2013). Condition was therefore added to both titgext (sbjlD) and

item (ItemID) random intercept. Language Group could only be added to the

item random intercept as this was a betwsanject variable whereas Item

Type could only be added to the subject random intercept since this was a

betweertem vaiable. The VIF values of all factors and interactions fell

below 5, meaning that no muttbllinearity issues arose.
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Figure 2. Observed reaction times divided by Condition and Language
Group. Error bars denote the standard error away from the mean (SEM).

Figure 2 shows that there is a clear L2 disadvantage during picture riaming
the regular conditiofthe main effecof Language Group was significaft (

(1, 86.97) = 8.68p = .004)). There was also a main effect of Conditien (

(1, 67.18) = 414.49 < .001) indicating that the delayed naming trials were
reacted to faster than regular naming trials. This might seem somewhat
counterintuitive but recall that response latencies were logged when the cue

appeared on the screen in the delayed conditionwhdicipants already
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retrieved the lexical representation) whereas reaction times were measured
as soon as the picture appeared on the screen in the regular condition. Item
Type did not reach significance (1, 18.52) = 2.17p = .16). The only
significant interaction effect was that between Language Group and
Condition € (1, 82.80) = 28.27 < .001) where the difference between L1
and L2 speakers was large the regular condition but not in the delayed
condition. No lexical covariates reached sigaihce.

The package Ismeans was used to determine which contrasts were
significant and which ones were not. The contrast L1 Regular Condition vs.
L2 Regular Condition was significarfi € -0.27,SE=0.04,t =-7.19,p<
.001) where L2 was slower. Howar, the contrast L1 Delayed Condition vs.
L2 Delayed Condition did not reach significanbe=(0.02,SE= 0.06,t =
0.33,p=.74).

Accuracy

The model without lexical covariates did not converge when the maximal
random effects structure was inserted. We therefore followed the forward
selection procedure (see Barr et al., 2013) by comparing the random
intercepts only model where a fixed effecsaested for the two slopes
independently (subject and item). We arbitrarily selected item slope to be
tested first. If the alue fell below a liberal alphi@vel of 0.20, we

included the fixed effect as random slope to the item intercept and repeated
the same procedure for the subject intercept. If thalpe did not reach

0.20, we did not test the subject random intercept and continued to the next
fixed factor. In case both slopes fell below 0.20, the model of the slope with
the lowest pvalue was compared to the model where both slopes were

included. If this comparison also fell below 0.20, both random slopes were
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included in the final model. In case all slopes of every fixed factor fell below
0.20, the slope with the highestpalue was excluded. THimal model that
included lexical covariates did not contain random slopes since the model
would not converge otherwise. This model contained the fixed factors
Language Group, Condition, and Item Tyderactions of alfixed factors
were included in th model The aforementioned lexical covariates were
included in this model as well. No interactions between fixed factors and
lexical covariates were included because of convergence errors. The three
way interaction obtained the highest VIF value (7.04)this did not exceed

the threshold of muktollinearity.
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Figure 3. Observed accuracy scores divided by Condition and Language
Group. Error bars denote the standard error away from the mean (SEM).

Figure 3 above reveals tha? speakers are less accurate in both the
regular and delayed picture naming condition compared to L1 speakers. This
is confirmed by the ma?1n=8681fpecc00l).of Language
A main effect of Cor@)i=1486p<.000wheral so observe
participants were more accurate in the delayed condition than the regular
condition. ltem Type 241) s 6.82rpe=a.0lhed signifi
indicating that picture names without consonant clusters are reacted to more
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accuratelythap i ct ure names with consodAant cluster
(1) = 7.05, p = . 0°QB9)11.Gbnpck .001hwerealsot er | engt h
significant. This suggests that trials containing picture words with higher
frequency and character length areswered more accurately. Finally, there
was an interaction effect bet(lyeen Language
88.97, p < .001) in which the difference between L1 and L2 was larger for
picture names with consonant clusters.
Contrasts were compared witine another and the contrasts L1
Regular Condition vs. L2 Regular Condition was significént ¢.58,SE=
0.24, z = 10.69p < .001) where L2 was slower. The contrast L1 Delayed
Condition vs. L2 Delayed Conditishowed the same effefi = 2.36,SE=
0.24,z=9.77p< .001).

Within -Subjects Analysis
Reaction Times

The final model contained the fixed factors Language, Item Type, and
Condition.Interactions of alfixed factorswere added to the modédlrial

was added as eaariate as the same pictureere presented four times. The
lexical covariates lexical frequency, Levenshtein distance, character length,
and visual complexity of the picture were included as well. No interactions
between any of the fixed factors and the lexical covariates were.alted

fixed factors were included as random slopes for subject (subjlD) while only
Language and Condition were added to item (itemID). Note that Language is
not a betweesubject variable anymore, meaning that it could also be
included as random slope faubject. VIF was considerably high for the

factor character length (10.99) as it highly correlated with density. The factor



RT

212 CHAPTERG

density was therefore residualized on character length in order to reduce

multicollinearity.

900 1
800 1
Language
700 1 guag
—— Dutch
Enaglish
600+
500 1
_¥
Delayed Regular

Condition

Figure 4. Observed reaction times divided by Condition and Language
Group. Error bars denote the standard error away from the mean (SEM).

Figure 4 reveals that the difference between L1 Dutch and L2 English within
participants is smaller than the diffaoe between English of L1 and L2

speakers seen in the previous analysis. Nevertheless, there was a main effect
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of LanguageR (1, 23.96) = 4.48) = .04). Condition also reached significance

(F (1, 46.81) = 478p < .001) in which participants were slowerthe regular
naming task. The only significant interaction effect was that of Language and
Condition ¢ (1, 1872.67) = 6.66p = .01) indicating that the difference
between English and Dutch is larger in the regular condition than the delayed
condition.The factor Trial did not reach significance, nor did any of the lexical
covariates.

Contrast comparisons demonstrated that the difference between Dutch
and English was significant in the regular picture naming condibien.12,
SE=0.04,z=-2.75,p = .01) but not in the delayed conditidn< -0.05,SE=
0.04,z=-1.29,p=.21).

Accuracy

The generalized linear mixed effects model without lexical covariates did
not converge when the maximal random effects structure was inserted. We
therefore flowed the forward selection procedusdspsee previous

analysis for accuracy). Lexical covariates could not be included in the model
because of convergence errors. The final model contained the fixed factors
Language, Condition, and Item Typeteractons of allfixed factorswere
included in the modeLanguage was added as random slope to both subject
(sbjID) and item (itemID). All VIF values fell below 5 meaning that no

multicollinearity was observed.
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Figure 5. Observed accuracy scores divided by Condition and Language
Group. Error bars denote the standard error away from the mean (SEM).

Figure 5 shows that Dutch trials were answered more accurately than

Engl i s F(1)t=r0.08,lps .0qlsCondt i on was afBHo
= 32.44, p <.001) where fewer mistakes were made in the delayed picture
naming condition than the regular cition. No other main effects or

interaction effects were significant (alvalues >.1). Contrast comparisons

significar
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confirm that the Language effect is significant in both the regular and
delayed picture naming condition (delaybd: 1.23,SE=0.39,z2=3.18,p=
.002 / regularb = 1.22,SE= 0.39,z= 3.16,p = .002).

GENERAL DISCUSSION

The currentchapteraimed to answer the questiaf whether the L2
disadvantage in picture naming was caused by a delay in articulation of the
picture name. Analyses compared L1 English of monolingual speakers and L2
English of bilingual speakers (betwesubject analysis)sawell as L1 Dutch

and L2 English of bilingual speakers (witkénbject analysis). Both types of
analyses demonstrated that there was an L2 disadvantage in the regular picture
naming condition. However, no significant differences between L1 and L2
were found in response latencies in the delayed picture naming condition. That
is to say, sole articulation of the picture name does not appear to be slower in
L2 compared to L1. Condition was always significant because reaction times
were measured at differentipts in time based on the condition. Additionally,

the interaction between Language(Group) and Condition reached significance
in both the betweenand withinsubjects analyses which confirms that L2
disadvantages are only found in the regular picture r@nsiondition.
Phonological complexity of the picture names did not affect the speed with
which pictures were named in either naming task. Overall, there does not seem
to be much of a difference between language grarpwithin bilingual
speakers. Accuracgcores reveal that L2 trials were also reacted to less
accurately than L1 trials. Delayed picture naming trials, however, were

answered correctly significantly more often than regular picture naming trials.
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The reason for this effect is most likely duethe prolonged period of time

that participants have to think about the picture name in the delayed condition.
Finally, trials containing higher frequency and character length were answered
correctly more often but only in the betwesubjects analysis.

The L2 disadvantage in the regular picture naming task is consistent
with the findings of Gollan et al. (2008) (and many more studies) who also
found L2 disadvantages during picture haming tasks. The lack of such an L2
disadvantage in the delayed picturenirag condition suggests that the delay
must be situated in articulatory planning. Recall that the study of Broos et al.
(submitted) showed that earlier processes of speech production are not slowed
down in L2. Hence, the posdity that the L2 disadvanta&gs situated at post
phonological stages of speech production is most apparent. Articulatory
planning (and, according to Kawamoto, Liu, Mura, and Sanchez (2008),
articulatory preparation as well) are already completed before the picture is
named, which mens that the length of these sub processes cannot be
determined based on response latencies of the regular or the delayed picture
naming task. In case of the regular picture naming task, articulatory planning
and preparation are part of the entire resptatsacy that is being measured.

In the delayed naming task, however, these processes are already completed
and not measured at all as response latencies are measured from the moment
the cue appears on the screen. Thus, the L2 disadvantage might stitlterig
from postphonological stages but the information that is necessary to
determine this can simply not be captured with this task.

In support of the pogthonological delay account, Indefrey and Levelt
(2004) performed a metmnalysis of multiple studs that pertain to mapping
the time course processes of speech production onto the corresponding brain

areas. The time course analysis that was performed revealed that lexical
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retrieval takes somewhere between 150 and 225 ms, whereas articulatory
planning takes between 217 and 530 ms. It is therefore obvious that
articulatory planning takes up much more time than lexical retrieval in the
speech production process. This in turn means that it seems more likely for an
L2 slow-down to be situated at the artiatory planningstage as this takes up

a larger part of speech production. Response latencies of the current study
show that the difference between regular and delayed picture naming amounts
to 200 ms in the English monolingual group. Note that the resgdatencies

of the regular naming task are measured from the earliest possible stage of
speech production whereas these are measured just before articulation in the
delayed task. Thisuggeststhat the speech production stages up until
articulation are copileted within 200 ms and that the largest part of the
response latencies of regular picture naming must be made up ef post
phonological stages. Yet, the bilinguals show a difference of 400 ms between
the regular and delayed naming task. This larger diffarenight reflect the
effect of bilingualism itself on response latencies of regular picture naming
(see also Ivanova and Costa (2008) who showed that bilinguals name pictures
slower in their L1 than monolinguals). That being said, the L1 of the
monolinguds and bilinguals is, of course, not the same language meaning that
language itself might also be responsible for this difference.

One might ask whether articulatory planning and preparation are
indeed completed before the cue appeared on the sdrigéstiue that these
processes are slower in the L2, then some participants might not have had the
chance to form their phonetic plan or to set their articulators in the appropriate
position. Kawamoto et al. (2008) used the delayed picture naming hesk w
they varied the delay period (150, 300, 450, 600, and 750 ms) in order to test

the assumptions made by the delayed naming task. One of the aspects that was
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tested and was shown to affect preparation time was the type of consonant that
was placed at thonset of a word. Specifically, theyaemined the acoustic
latenciesof plosives and noplosives across the different delay periods. The
difference between the two consonant types was significant at 150 ms but non
existent at 750 ms. This indicates tlhfferent phonemes have different
preparation times but that these differences disappear after a certain amount
of time. Potential differences between L1 and L2 might therefore also
dissolve, keeping in mind that both native and-native phonemes are
produced (under the assumption that the delay period is sufficiently long). The
delay period of the current experiment was 1250 ms, which indicates that non
native phonemes will most likely be fully retrieved as well. Furthermore,
response latencies of a réaupicture naming task (Chapter 4, Experiment 1)
were measured prior to constructing the current experiment. Only two
participants out of 54 participants showed a mean response latency that
surpassed 1250 ms when naming pictures in their L2. Theref®sesate to
assume that participants finished articulatory planning and preparation in both
L1 and L2 before the end of the delay period.

A possible limitation of the current study is that the number of
observations is somewhat low. Many trials had tode&ted due to the
relatively low accuracy of some picture names. Additionally, the number of
picture names per category (e.g., initial complex consonant cluster) is limited
as well. Consequently, smaller effects such as the item type effect might
therefae have been harder to detect. At the same time, this does show that the
main effects of Language Group and Language found in the regular picture
naming condition are robust.

Future research on the L2 disadvantage in picture naming could involve

measuresthat are able to capture articulatory planning and articulatory
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preparation, something that was not possible in the current experiments.
Electromyography (EMG) could be used, for instance, to measure muscle
activity so that the time course and amount furébf articulatory preparation

can be mapped for both L1 and L2. If L2 speakers have more difficulties with
articulatory preparation, then this should be reflected in the amplitude of the
EMG signal as well as the time course. An additional (or possihbined)
method would be to use EEG where articulatory planning can be measured.
More specifically, the Contingent Negative Variation (CNV) component
could be used as this has been shown to reflect motor planning (Nagai,
Critchley, Featherstone, Fenwidkjmble, & Dolan, 2004; Rockstroh, Elbert,
Lutzenberger, Altenmdiller, 1991).

To conclude, we observed an L2 delay during regular picture naming
whereas this disadvantage disappeadrethe delayed naming condition and
was significant in both betweeand withinsubjects analyses. The current
results suggest that articulation on its own is not slower in L2 compared to L1,
which is more in line with a prphonological account. Yet, this is not
conclusive evidence against the ppkbnological accountsaarticulatory
planning and preparation could not measured with this task. Follewp
experiments are therefore needed to determine the origin of the L2 delay in

the picture naming task.

NOTES

1: Translations of three picture names did not match thet eplace of
phonological complexity. Yet, these trials were not removed from the data set
that was used for the final analysis as many trials were already discarded due
to low accuracy (including trails that already contained one of these three
picture names).
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CHAPTER 7
GENERAL DISCUSSION

Everybody produces speech errors when speaking. After all, speech
production is a difficult and complex process. It seems reasonable to assume
that a larger number of errors occur when someone produces speech in a
second langage (L2). Previous research has already shown that more errors
are made in the L2 as opposed to the L1 (Poulisse, 1999) and that a larger
percentage of these produced errors are corrected in the L1 than in the L2
(Kormos, 2000). However, most of the stugdikat look at speech monitoring

are performed in the L1. This thesis aimed to answer the question of whether
there are differences in speech monitoring between L1 and L2 speakers in both
speech production and comprehension and if so, from where theserniitfs
originate. We divided this broad research question into smaller questions that
can be addressed more easily. The first question that must be answered is
whether there are differences in speech monitoring between L1 and L2 and
whether these differees are quantitative or qualitativEhe next question
focuses on the locus of the L2 slawn during production: The content of
what is being monitored changes as speech is slower in L2, so the question
arises where this delay is situated and how itigrices monitoring. The next
section will discuss whether monitoring speech errors happens more slowly
while the subsequent section asks which monitoring components are slowed
down. Finally, we must ask ourselves whether there are other differences
betweenL1 and L2 monitoring besides speed. The final section therefore

discusses qualitative differences betweendrid L2 monitoring.
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ARE THERE DIFFERENCES IN SPEECH MONITORIN G BETWEEN L1 AND
L27?

Chapter 2 extensively reviewed differences in verbalmelfitaing between

L1 and L2. It described the different satbnitoring theories that are proposed
thus far. On the one hand, there is the comprehetsised approach to
monitoring (the Perceptual Loop Theory by Levelt (1983, 1989)) and on the
other hand, ther are productiotvased approaches such as conflict
monitoring. Assuming the Perceptual Loop Theory, differences between L1
and L2 are likely to affect the speed of comprehension (and hence error
detection) and t he mcaeniconsidérdgsonfficb c u s
monitoring, differences between L1 and L2 are most likely to affect the quality
and speed of language production (i.e., the production weights of the
phonological and semantic level)

Chapter 2 also describes the patterns of speech err@s/etdsn L1
and L2. In fact, the number and types of speech errors in the L1 and L2 differ
considerably (Poulisse, 1999, 2000). In particular, many more speech errors
are made in L2 while phonological errors are also produced in function words
(in contrass$ to L1, where these are almost exclusively made in content words).
Additionally, there are more Tip of the Tongue states in L2 (Gollan &
Silverberg, 2001) and longer naming latencies are observed (Kroll & Stewart,
1994).

The question of whether differereein monitoring are purely
gquantitative and/or qualitative is a matter of debate. Van Hest (1996) found
longer error to cubff intervals and cubff to repair intervals in
appropriateness repairs in L2 as opposed to L1. She therefore concluded that

thereare differences between L1 and L2 but that these differences are purely

of

atte
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guantitative. Declerk and Hartsuiker (in preparation) observed that todf cut

to repair interval was significantly longer in L2 than in L1. They also
manipulated the speech rate lo¢ task that was used and found that the error
to cutoff intervals were shorter in the fast speech rate condition. It is argued
that a global speech parameter determines the speed of monitoring and
therefore the length of the monitoring intervals. Herloese studies found
gquantitative differences between L1 and L2. Evidence for qualitative
differences comes from a study performed by Declerck and Kormos (2012),
who tested whether monitoring accuracy and efficiency was affected by a
duattask constraint. Mnitoring speed did not significantly differ between a
single and duattask within L2 (whereas Oomen and Postma (2002) did find
such a difference within L1). This is explained by arguing that thetdakl
effect is not observed because L2 speakers aireadd more attention to
process language in their L2.

A final aspect of monitoring that has been shown to differ is the external
cues that are used to determine the upcoming language (and therefore the
speed to decide which language to monitor in). @tiitional procedure is of
course only relevant for people who speak multiple languages, meaning that
this difference is relevant when comparing monolingual L1 speakers and
bilinguals. In language comprehension, language context is not used as a
strong cuefor language selection (Elstgbittler, Gunter, & Kotz, 2005;
Lagrou, Hartsuiker, & Duyck, 2013). However, faces have been shown to
influence language selection during speech production (Li, Yang, Scherf, &
Li, 2013; Molnar, IbafneMolina, & Carreiras, 205; Woumans, Martin,
Vanden Bulcke, Van Assche, Costa, Hartsuiker, & Duyck, 2007) where
speakers are faster when the language of the interlocutor corresponds to their

previously established knowledge of what language that interlocutor speaks.
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A final noteonlanguage contraoncerns monolingual and bilingual speakers.
Bilinguals need to decide what language to monitor in, indicating that
monitoring can be used for language control to accurately select the correct
language (which is facilitated by extermales).

In sum, there certainly are differences in speech monitoring between L1
and L2. The main conclusion that Chapter 2 draws is that the speed with which
monitoring is performed is the most salient language difference. Moreover,
more errors are producadhen speaking in L2 compared to L1. Yet, based on
the data available thus far, it is not possible to decide which monitoring theory

is supported best.

WHAT IS THE LOCUS OF THE L2 DELAY DURING PICTUR E NAMING ?

As was also discussed in Chapter 2 (and tkgipus subsection), the speed

of error monitoring appears to differ between L1 and L2 speakers. This has
also been observed in the initial analysis of Chapter 4. When monitoring in
L2, the speech that is monitored differs. One can imagine that this has
consequences for the monitoring system as well. In order to further examine
the inner workings of the monitoring system, Chapter 3 reports a study where
the speed ophonememonitoringwas examined by means of a phore
monitoring task in a pictureord intefere (PWI) paradigm. An additional
picture naming experiment was conducted as well to verify the L2cbown

during picture naming in a PWI paradigm. Speech monitoring and speech
production share many of the same processes. The conceptual message has to
be formed, the representations have to be retrieved, and the corresponding

phonemes need to be aligned (see Figure 1 for an overview of the stages of
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speech production according to one influential account, namely Levelt,
Roelofs, & Meyer, 1999).

conceptual preparation
in terms of lexical concepts

lexical concept

lexical selection §

¥

lemma

morphological
encoding
v
self- morpheme
monitaring ¥
phonological encoding | ~
syllabification

phonological word
L

phonetic encoding | — —( syLLaBary

phonetic gestural score
¥

articulation

sound wave

Figure 1. Speech production model from Levelt, Roelofs, and Meyer (1999)
Afoutlined Theory of Lexical Access in Spee(
Roelofs, A., & Meyer, A. S. (1999). A theory of lexical access in speech
production.Behavioral and brain sciences, (22, -:38. 06 Li cense number :
4253680871328.
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The stages that differ between monitoring and naming occur later on during
the speech production process (e.g., articulation in picture naming). If
differences are found in tlmeonitoring task, then the L2 sledown is situated

at earlier stages of speech production. If not, then later stages such as
articulation or articulatory preparation are responsible. A clear L2
disadvantage was found during picture naming, but no -dlmmn was
observed during the phoneme monitoring experiments. That is to say, no
significant differences were found between L1 and L2 pertaining to
monitoring speed. Phonological overlap did affect reaction times where
participants reacted faster when thereswware overlap between the picture
name and distractor word. Target phonemes that were placed at the onset of
the picture name were responded to faster than the ones placed at the coda.
This implies that phoneme monitoring is a sequential process afildénted

by phonological overlap. The effect of position replisatee findings of
Wheeldon and Levelt (1995). Jointly, these findings confirm that phoneme
monitoring taps into processes of normal phonological encoding and that
phoneme monitoring is nokosver in L2 than in L1.

The lack of a language effect in the monitoring tasks argues against
hypotheses such as the wealeks hypothesis that claim that the L2 slow
down is situated at earlier stages of speech production (Gollan, Montoya,
Cera, & Sandeal, 2008). In both the picture naming task and the phoneme
monitoring task, the word has to be retrieved from the mental lexicon and has
to be phonologically encoded. Since these processes have to be executed in
both speech production and monitoring, teactimes on the monitoring task
can be used as a measure to tap into these earlier processes of speech

production. If the L2 slovdown would be solely based on word retrieval
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difficulties, then L2 speakers should have been slower at phoneme monitoring
as well. These findings suggest that fmeonological levels of speech
production are not slowed down in L2, which means thatloshological
stages might be responsible. Results of Chapter 4 confirm this pattern as no
differences were found here duringgpmleme monitoring in production or
comprehension whereas an L2 delay was observed during picture naming.
Thus, these result replicate and extend the findings of Chapter 3.

Chapter 6 focused on one of these later stages of speech production,
specifically ariculation. This chapter attempted to answer the question of
whether the L2 slovdown in picture naming is due to articulation difficulties
in the L2. In order to test this, a delayed picture naming experiment was
conducted in English for monolingual L1 sfxers and bilingual L2 (English)
speakers and in Dutch (L1) for the bilingual speakers. Participants were asked
to either name the picture as soon as it appeared on the segdarfaming)
or to refrain from naming it until they saw a cue (delayed ngjmiThe
rationale behind this experiment was that the delayed condition isolates the
articulation stage as all the splincesses that precede articulation are already
completed. No differences were found between L1 and L2 in response
latencies in the deyad condition, suggesting that articulation itself is not
slowed down in L2. Instead, we argue that articulatory planning and
preparation is responsible for the stdawn in L2 picture naming (see Figure
1).

Thus, we suggest that the locus of the L2 dedaying speech
production is situated between the stages of phonological encoding and
articulation (i.e., articulatory preparation), as we did not find any evidence for

a slowdown in earlier stages or in articulation itself.
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| S MONITORING FOR SPEECH ERRORS MORE DIFFICUL T IN L27?

The experiments mentioned in the previous section measured both the speed
of speaking and speech planning, but these experiments focused on trials
where the picture name was named correctly. Would theddown in picture
namirg that is observed in correct trials also be found in trials where an actual
speech error occurs? The speed of speech error production is able to shed light
on potential repair costs of these errors. These costs would be higher if the
delay would be longeas well. The first analysis described in Chapter 4
specifically focuses on potential repair costs in L2. This part of Chapter 4
describes a data set that was collected from speech error elicitation
experiments (see also Chapter 5). Of particular interest the error to cut
off and cutoff to repair intervals during sefepairs in L1 and L2. The former
interval denotes the time when a speaker produces a speech error to the
interruption of his or her speech, whereas the latter interval includes the time
for a speaker to stop speaking and repair their speech. The data was subdivided
into two types of errors: errors that were interrupted and those that were not
(see Nooteboom and Quené (2008), who argue for this distinctivelBs
The results were cleaBpeakers have a larger error to-offtinterval in their
L2 than in their L1, but only in errors that were interrupted (as opposed to
repairing errors that are fully produced, where the error toftutiterval ends
if the error is completed). The inteption delay indicates that error
monitoring is indeed mordifficult in L2.

In sum, error monitoring isore difficultin L2 as we found longer error
to cutoff intervals in interrupted speech errors. Knowing thiadrenonitoring
also exhibits anL2 dday, we turnto the question of whichmonitoring

components are slowed down.



232 CHAPTER7

WHICH ASPECTS OF MONI TORING ARE SLOWED DO WN?

It has been established that L2 speakers have more difficulties with error
detection, but the cause of this stdawn has not yet baaliscussed in this
chapter. Chapter 4, besides verifying a stioawn in L2 errormonitoring,

also asked which part of the speech monitoring process is slowed down
exactly (error detection, interruption and repair, or both). Once again, a
phoneme monitorip task was used in a PWI paradigm as well as a picture
naming task. The monitoring task was therefore used as a proxy to determine
the locus of the L2 disadvantage during error monitoring of phonological
speech errors. No differences were found betweesmndl1L 2 speakers for the
phoneme monitoring tasks, but the picture naming task showed an L2
disadvantage once more. Since no differences were found in speech
comprehension or phoneme monitoring, we suggest that the observed slow
down during error monitoringy L2 originates from speech planning (where
planning is part of speech production).

These findings are in line with the assumptions of Hartsuiker,
Catchpole, De Jong, and Pickering (2008), who argue that the interruption and
repair of errors takes plae¢ the same time. They also used a picture naming
task but changed the procedure on a small proportion of trials. During these
"change trials," the picture that subjects were about to name was replaced with
another picture, thus triggering interruptiomtidwed by the naming of the
replacement picture. Importantly, the replacement picture could be visually
degraded or intact. In one version of the experiment, participants were
instructed to stop naming the initial picture and continue naming the
replacemat picture. The intervals that were obtained were in that sense

similar to intervals of a speech error elicitation experiment. Both the time it
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took to stop speaking as well as the time necessary to resume speech were
captured. As mentioned, these timeipds can be seen as equivalents to error
to cutoff and cutoff to repair intervals. Results reveal that speakers were
slower to stop naming the abandoned picture name when the replaced picture
was visually degraded. This suggests that planning the tegggiens as soon
as the replaced picture is presented on the screen. The effect was not present
anymore when the participants did not have to name the replaced picture.
Based on these results, they argue that speech interruption and repair are
planned in pallel as difficulties in planning lead to slower interruption.
Similarly, the results of Chapter 4 also point in this direction. We only
observed an L2 slomtown in the error to cudff interval (speech interruption)
but not in the cubff to repair inteval. It is therefore likely to assume that
speech interruption is deferred when complications are perceived, giving rise
to longer error to cudff intervals. Hence, the component of speech
monitoring that we argue to be slowed down is situated at spaectuption
and repair and not so much in error detection itself.

In short, we found evidence for an L2 delay during speech production
(in the picture naming task) but not during comprehension. Combined with
the delay that was found during error ntoning for interrupted errors, we

suggest that speech interruption and error repair are planned in parallel.

ARE THERE QUALITATIVE DIFFERENCES BETWEEN L1 AND L2
MONITORING ?

Chapter 5 further addresses the questibrwhether there are qualitative
differences between L1 and L2 during speech monitoring. In particular, it asks

whether speakers use the monitoring system to the same extent in L2 as they
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do in L1 and whether the amount of feedback is equal. Furthermore, it aims to
answer whether different mdaring criteria are used when monitoring for
speech errors in L1 or L2. The SLIP task was used in order to elicit speech
errors, which can reveal potential differences between monitoring in different
languages. As discussed in Chapter 5, the lexical Hiext é¢he tendency for
errors to result in existing words rather than -4eaisting words) can be
explained by both feedback between the word and phoneme level and the
monitor intercepting more nemword errors than word errors (Hartsuiker,
Corley, & Martersen, 2005). In the first experiment, we found a lexical bias
effect in L1 but not in L2. At the same time, context lexicality modified the
effect, thereby replicating the findings of Hartsuiker et al. (2005). Yet, when
we presented more existing words irl land L2 to the participants
(Experiment 2), the lexical bias effect also arose in L2, which is in line with
Costa, Roelstraete, and Hartsuiker (2008). The lexical bias effect in the L1,
however, was strongly reduced in strength.

These results implicatdhat the monitor is able to set its monitoring
criteria in a local and a global manner. The presence and size of the lexical
bias effect was different for every block, depending on context lexicality and
language. This indicates that the monitor adjustsetting based on the type
of information that has been observed on a local level (within each block).
Importantly, these settings can also be adapted on a global level where context
lexicality of the previous blocks is taken into consideration (recal th
significant main effect of Experiment).

As our results are in line with Hartsuiker et al. (2005), it is reasonable
to assume that feedback is the main reason for the occurrence of an LBE if
both existing and neaxisting words are presented (in the ndixo®ntext). If,

however, lexicality of the context can be used as monitoring criterion, then the
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LBE decreases in strength, which is caused by the monitor (that is, if existing
errors are filtered out more often). Additionally, we suggest that enough
exising words needs to be presented in order to activate the mental lexicon as
we only found an LBE in L2 when more existing words were presented.
Finally, we assume that there is #dpwn control of the monitor that decides

in which language to monitor. Thi®ntrol function explains that existing L2
words activate other L2 words, leading to an LBE in L2. Inhibition of the L1
also occurs when assuming this -bgwn function which explains the
decrease in strength of the LBE in L1 in Experiment 2.

Based on thee findings, we can conclude that the combined account of
feedback and monitoring can be used to explain the occurrence of the LBE.
Importantly, the main qualitative difference between L1 and L2 monitoring
concerns the settings of the monitoring criteria.

The current thesis has provided answers related to the existence of
differences in selmonitoring between L1 and L2. Results of the conducted
experiments expanded our understanding of the way in which the monitoring
system functions as well as the pracesproduction in L1 and L2. We learned
that the speed of speech production and error monitoring in L2 is slower
compared to L1. Where the L2 delay in speech production is situated exactly
is, however, still a matter of debate but our results point ficuliies in
articulatory preparation. Another topic that has been expanded upon is the
amount of effort with which speech errors are repaired, where we found that
error monitoring is morélifficult in L2. We assume that the interruption and
planning of tke repair are the components that cause these L2 difficulties. The
monitoring settings and criteria are also likely to differ between languages.

Even though this thesis answers many questions regardinmaeaitioring
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differences, there are always additibisgues that can be explored. The next
section therefore contains some suggestions for further research.

SUGGESTIONS FOR FUTURE RESEARCH

The current thesis already answers a multitude of research questions related
to selfmonitoring. It specifically foused on the speed of phoneme and error
monitoring in both L1 and L2. Chapters 3 and 4 contain experiments that
observe monitoring on the phoneme level whereas Chapter 5 and 6 mainly
focus on monitoring words.

A possible line of research that could beangbed upon is the L2 delay
during picture naming, as posited in Chapter 3 and 6. The phoneme monitoring
task did not yield significant differences between L1 and L2 whereas an L2
delay was clearly found during picture naming. Chapter 6 also excluded the
possibility that articulation itself is responsible for the L2 delay. Hence, no
evidence has been found that lexical retrieval, phonological encoding, or
articulation is responsible. Yet, the time span of articulatory planning and
preparation could not be gired with the tasks that were used in this thesis.
There are techniques that might be able to capture the speed and effort of
articulatory planning and preparation. Electromyography (EMG) is one such
technique where electrodes are placed on the lipgiasure muscle activity.

If more difficulties are expected to arise during the articulatory preparation
phase in L2, then this should be reflected in the amplitude of the EMG signal.
Additionally, EEG could be used to measure articulatory planning as the
Contingent Negative Variation (CNV) has been shown to reflect articulatory

preparation (Nagai, Critchley, Featherstone, Fenwick, Trimble, & Dolan,
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2004; Rockstroh, Elbert, Lutzenberger, Altenmdller, 1991). Similar to the
EMG signal, an increased CNV amptlie would be indicative of increased
effortin L2. A delayed picture naming paradigm could be used in combination
with these techniques in an attempt to isolate articulatory planning and
preparation.

Research on L2 monitoring can also be used to helmalachich
theory of sedmonitoring is most accurate. Recall that the main difference
between the monitoring theories can be defined by how monitoring is
performed, where one account argues that the comprehension system is
responsible (Levelt, 1983, 198@hereas the other claims for a production
based approach to monitoring (Nozari, Dell, & Schwartz, 2011). A task can
be created where both monitoring during production and monitoring during
comprehension has to be performed. This task might involve partisip
spontaneously producing sentences while their own speech is being played
back to them (see also Hashimoto and Shakai (2003) for reading). Speech
could then be played back normally or after a delay. At the same time,
participants might be asked to mimmiwhether their speech is played back
correctly and press a button if this is not the case. It is known that the fluency
of speech is disrupted if feedback is perceived after a delay (Yates, 1963) but
response latencies of the button presses allow seetdf this disadvantage is
also reflected during comprehension. By applying this delayed auditory
feedback procedure in both L1 and L2, we can observe potential language
differences. As we established that L2 monitoring is slower and aiffioeilt
(or at least less than optimal), we can see whether production or perception is
more impaired in L2 and which is therefore more likely to be used during
monitoring. This might provide additional insights into the -sedinitoring

system, helping decide wdfi monitoring theory might best most adequate.
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Another topic that might be explored further to decide on the most
optimal monitoring theory is concerned with reduced resources during
monitoring. When putting a strain on the monitoring system by decrehsing
amount of resources available (by using a dask), it becomes clear which
monitoring components are most sensitive to these constraints. As mentioned
in Chapter 2, previous research has already been done on this topic in both L1
and L2 by using theetwork description task in a ddalsk paradigm, but a
duattask effect was only seen in L1 and in not in L2. Declerck and Kormos
(2012) argue that the L2 is already more active and therefore needs more
resources to begin with, which is why no effecéégn in L2. However, we
still do not know in what way the L2 is more engaged and how this is applied.
Experiments could be performed that include a different monitoring task such
as the phoneme monitoring task which reflects internal monitoring or the SLIP
task which is concerned with both internal and external monitoring. Potential
differences in speed and accuracy might provide information regarding
monitoring under strain. Hence, we will know what components of monitoring
are more affected by the dutakk in L2, yielding information that can be used
to determine more accurately which processes are used for monitoring.

Many more research questions on monitoring on higher levels (such as
the text level) still remain as well. For instance, are peagtetbat monitoring
their own performance after reading a text in either their L1 or their L2? This

question is related to metacomprehension, which involves thinking about or

monitoring onebs own comprehensi on.

exemplify his with a student who is learning for his or her exam where the
student needs to monitor whether the information in the textbook is adequately
retained. An experiment could be created that answers the questibather

performance monitoring is differeim L1 or L2 by asking participants to read

Wi

ey,
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a text in both Dutch (L1) and English (L2). After participants read the text,
they would first be presented with a question that asks the participants to judge
how well they think they are able to answer guestiabout the text they just
read. This guestion therefore establishes an estimate of their performance.
When this question is answered, participants would get comprehension
questions about the text they just read. The difference between the estimate
and tkeir actual performance would then capture how well they are able to
monitor their own performance (Anderson & Thiede, 2008). Similar to the
example of the student learning for her exam, participants in the proposed
study monitor whether they remembered wgto information to correctly
answer the comprehension questions that follow the text. As Chapter 4 found
clear L2 disadvantages during errapnitoring, one could hypothesighat
participants would be worse at monitoring their own performance in L2
compaed to their L1. If this disadvantage would be found, then a possible
follow-up study would include helping participants to improve retention of
information of the L2 text by means of advance organizers (information that
is presented before reading the iexbrder to increaskearning). The monitor
would most likely benefit from these advance organizers and increase
monitoring performance.

Related to monitoring performance, a study on nvirehdering could
be developed as well. Mindandering can be dekd as automatically
reading a text without understanding what has been read. Since reading in the
L2 is slower and mordifficult than reading in the L1 (Cop, Drieghe, Duyck,
2015; Cop, Dirix, Drieghe, Druyck, 2017), miweandering should be
detected les often in L2. In other words, more resources are needed for L2
reading, which means that the monitor is more concerned with the text itself

instead of monitoring whether one is still paying attention. Higher level
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monitoring may therefore be affected tgraater extent in L2 than in L1. The

way in which this can be tested is by simply presenting a (perhaps rather dull)

text in both L1 and L2 while asking participants to press a button when they

find themselves minevandering. Additionally, probe questiom®uld be

presented on the se@en t h a ere yois kkindbanm der i ng?d where t he
participantis askedpress a button that indicaté y e s dé or 6nod (Sayett
Schooler, & Reichle, 2010). Other measures besides button presses could be

applied as well, such ayestracking and/or EEG. Eygacking can be used

by taking the wordrequency effect into consideration. Previous studies have

shown that lowfrequent words are fixated upon longer than Higlguent

words but that this effect disappears when people aretwandering

(Foulsham, Farley& Kingstone, 2013). This stands to reason as the

information that is being looked at is not consciously registered. The eye

movement patterns can therefore be examined when participants indicate

when they are mingvandering.EEG can be used as a measure for mind

wandering as well by looking at theta, delta, alpha, and beta activity. It has

been found that theta and delta activity increase during -méamtiering

whereas alpha and beta activity decrease (Braboszcz & Delornig, 2bése

same patterns should therefore also be found during mindless reading. The

difference in activity between L1 and L2 might become visible as well.

A final note on future research regards one element that all previously
described studies have @mmmon. Every experimenbduses on language
production or perception by one speaker. However, speech production is not
always performed by one person but can also be used for dialogue with an
interlocutor. Future research on monitoring can and should bEsmore
involved with production monitoring during discourse as to increase

ecological validity. Interesting topics that could be observed include the



