Scoring Methods for Multiple Choice Assessment in Higher Education – Is it still a Matter of Number Right Scoring or Negative Marking?


ABSTRACT

In higher education, a multiple choice test is a widely known format for measuring student’s knowledge. The debate about the two most commonly used scoring methods for multiple choice assessment - number right scoring (NR) and negative marking (NM) – seems to be a never-ending story. Both NR scoring as NM do not seem to meet the expectations. However, available research hardly offers alternative methods. Clearly, there is a growing need to explore these alternative scoring methods in order to inform and support test designers. This review aims to present an overview of (alternative) scoring methods for multiple choice tests, in which strengths and weaknesses of each method are provided.
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PURPOSE OF THIS REVIEW

The major goal of testing is to extract student’s knowledge of the subject matter from responses to tests. The test score has to correspond as close as possible to the ‘true’ level of knowledge mastery of students. The debate about scoring multiple choice test formats presents a particular case in the research literature. Many studies have compared scoring methods, however, the comparison involved tests from varying knowledge domains, neglected differences in test length and/or applied different analysis criteria. As a consequence, comparisons of multiple choice test approaches turned out to be difficult and presented mixed results. In addition, the research conclusions neglected the particular impact of internal and external variables. The specific
educational context is a key external variable. Internal variables are linked to student variables such as risk-taking behavior and test anxiety. Not surprisingly, an unequivocal, evidence-based advice concerning the scoring of multiple-choice tests does yet not exist.

In the present paper, we do not continue the debate whether the two most commonly scoring methods, number right (NR) or negative marking (NM), is to be preferred. We rather aim at presenting a comprehensive review of multiple choice scoring methods currently used in higher education, resulting in an analysis of weaknesses and strengths. Appendix 1 summarizes the multiple choice scoring methods, commonly used in previous studies from 1979 onwards. We compare these scoring methods on several dimensions that are important to multiple choice tests: scoring rule, ideal instruction, reliability and validity, students’ guessing behavior, partial knowledge and educational issues.

**METHODOLOGY FOR THE REVIEW**

The databases of ISI Web of Science, the Educational Resources Information Center (ERIC), Science Direct and Google Scholar were searched online between the years 1979 and 2011. The following keywords were used: *multiple choice, assessment, examination, higher education, scoring method, combined, number right scoring, negative marking, formula scoring, correction for guessing, standard setting, guessing or risk-taking behavior*. All abstracts were reviewed and relevant documents were selected. These relevant articles were reviewed and their references were searched for associated articles.

Regarding the knowledge domains, medical sciences were mostly covered, especially concerning standard setting and scoring methods that acknowledge partial mastery. Also, the knowledge domains of psychology, economics, law and mathematics are covered.

**CONVENTIONAL SCORING METHODS**

**NUMBER RIGHT SCORING**

Traditionally, multiple choice tests have been scored using a conventional number right (NR) scoring method (Bereby-Meyer et al., 2002; Kurz, 1999). Correct answers are scored with a positive value, incorrect answers and absent or omitted answers with a value of zero. The sum of the scores for correct responses is the test score. A major concern about this scoring method, is
that students can answer correctly through guessing (Choppin, 1988). Students without the ability to solve a particular item, gain marks by guessing (Budescu & Bar-Hillel, 1993; Frary, 1988; Kubinger et al., 2010). Guessing introduces a random factor into test scores that lowers reliability and validity (Bereby-Meyer et al., 2002; Burton, 2001; Kubinger et al., 2010; Prihoda, 2006). Test designers can as such not distinguish between correct answers based on knowledge mastery versus those based on a guess (Bar-Hillel, Budescu & Attali, 2005).

**NEGATIVE MARKING**

Various scoring formulas have been presented to correct for guessing (Kurz, 1999). The ‘rights minus wrongs’ correcting model (Kurz, 1999) is predominant and penalises the student for incorrect responses. The fundamental idea behind this scoring method, is that students acknowledge they will lose marks for incorrect answers (Betts et al., 2009). As a consequence, students are discouraged to guess, and this is expected to increase test reliability and validity because the test score is a truer reflection of a student’s ability (Kurz, 1999). Comparable to NR, a correct response results in a positive score and omitted items result in no mark (Hammond et al., 1998). A straightforward interpretation is that the expected total score should be zero if a student guesses all answers at random. For this to happen, the penalty for an incorrect answer should be 1/(n – 1), where n stands for the number of choices (Karandikar, 2010). We use the term ‘negative marking’ to describe this scoring method.

An alternative other model, proposed by Traub et al. (1969), rewards a student for not guessing by awarding points for omitted items rather than penalizing for incorrect responses. This presents a psychological advantage since it rewards the desired behavior rather than penalizing undesirable behavior (Crocker & Algina, 1986). Prieto & Delgado (1999) favor the latter scoring rule as the best of the scoring methods discussed thus far, and refer to resulting performance indicators and score reliability. Students do not feel threatened by receiving a reward for skipping items, as compared to receiving a penalty for incorrect responses.

Studies (Burton, 2002; Muijtjens et al., 1999) report an increase in validity or reliability when negative marking is implemented. However, these studies only show slight improvements (Kurz, 1999) and they specifically examine true/false/items. Because of the high susceptibility to guessing, the results can not simply apply to items with more alternative choices. Moreover, there
is no consistency concerning applied analysis criteria, test length, knowledge domains and test instructions in these studies.

There remain other concerns about the use of negative marking. The rationale behind this scoring method – discouraging guessing behavior – seems to miss its purpose. It does not solve the guessing problem (Bar-Hillel, Budescu & Attali, 2005; Betts et al., 2009); it even introduces new problems that are not observed in the case of NR scoring. Students differ in their guessing behavior: some students dare to take more risks than others. This introduces a first concern about students’ risk attitudes adding to uncontrolled sources of variance, thus reducing the test’s reliability and validity (Bar-Hillel, Budescu & Attali, 2005). Moreover, guessing might benefit students who guess frequently compared to students with equal ability levels who do not guess (Choppin, 1988; Muijtjens et al., 1999). Some authors argue that by implementing negative marking, multiple choice tests rather measure students’ answering strategies and risk-taking behavior instead of the mastery of domain knowledge (Budescu & Bar-Hillel, 1993; Choppin, 1988; Fowell & Jolly, 2000; Hammond et al., 1998; Kurz, 1999; Moss, 2001; Prihoda, 2006).

A third concern is related to the instruction to be given to students about guessing behavior. When negative marking was first introduced, students were simply advised not to guess (Davis, 1967; Frary, 1988). Change came when students were instructed to guess, whenever they could eliminate at least one or more alternative choices (Betts et al., 2009; Davis, 1967; Frary, 1988; Hammond et al., 1998). The study of Betts (2009) suggests that guessing does not significantly reduce student performance. Hammond et al. (1998) advise instructors to be very cautious about instructing students not to guess. However, Budescu & Bar-Hillel (1993) point out the contradictory character of these instructions to guess, since the underlying principle of this formula is to discourage guessing. These authors conclude it is almost impossible to give recommendations that are fair and beneficial to all students. Students react in inconsistent ways, thus the question whether we have to instruct a student to guess or not is therefore far more difficult to answer than it seems (Budescu & Bar-Hillel, 1993). In this respect, it is also difficult for students to figure out the optimal decision strategy under negative marking.

Finally, there is confusion about the amount of the penalty given for incorrect answers (Karandikar, 2010). Some authors (Budescu & Bar-Hillel, 1993; Espinosa & Gardeazabal, 2010)
state that an effective penalty that effectively discourages guessing, should exceed the standard penalty of $1/(n - 1)$. 
A PRELIMINARY CONCLUSION ABOUT NUMBER RIGHT VERSUS NEGATIVE MARKING

Both scoring methods affect in a particular way the reliability of the test. Guessing might affect test reliability (Choppin, 1988; Ng & Chan, 2009). And though negative marking is expected to discourage guessing, it wrestles in the end with a comparable impact on test reliability due to students’ guessing behavior. This results in the position of authors to abandon scoring methods that penalise for incorrect responses and to apply the simple number right scoring (Abu-Sayf, 1979; Kurz, 1999).

A possible solution to avoid negative marking and minimise the effect of guessing on test reliability, could be to increase the number of items in the test, as well as the number of alternative choices in multiple choice questions, to increase test reliability (Burton, 2001; Burton, 2004; Karandikar, 2010; Muijtjens, 1999; Zimmerman & Williams, 2003). Although the average time to complete a test is higher under negative marking than under number right scoring (Ben-Simon, 1992; Kurz, 1999), increasing the number of both items and alternative choices doesn’t always seem feasible, especially for university or high school examinations where tests are timed (Burton, 2001; Muijtjens et al., 1999). Developing more item choices does not always result in a decrease in guessing as test designers meet additional difficulties when they have to develop extra item choices. It is very likely that these extra alternatives hardly function as effective distractors and as a consequence they miss their purpose. In contrast when proper alternatives can be found, the chance of guessing the correct answer, decreases.

From the perspective of test designers, a choice is to be made between striving for high reliability on the base of negative marking or avoiding bias due to risk-taking behavior in a number right situation (Muijtjens et al., 1999). As discussed above, making this choice might be ‘a mission impossible’. We therefore move to another approach and look for alternative scoring methods.

NON-CONVENTIONAL SCORING METHODS

SCORING METHODS THAT ACKNOWLEDGE PARTIAL MASTERY

A concern with both number right scoring and negative marking, is that they do not take into account partial knowledge mastery (Bradbard et al., 2004; Kurz, 1999). Although students cannot
always identify the correct answer, they can often determine that some of the choice options are clearly incorrect. This is labeled as ‘partial knowledge’ (Coombs, 1955; Frary, 1980). A way to overcome this shortcoming, is to develop methods that allow a more accurate measurement of student knowledge (Ben-Simon et al., 1997; Frary, 1989). This results in what Frary (1989) calls ‘partial-credit scoring methods’. These are scoring methods that attempt to capture information about a student’s degree of level of knowledge with respect to each choice presented in relation to a test item. NR scoring only discriminates between full knowledge and absence of knowledge, whereas NM can only distinguish between full knowledge, misinformation and absence of knowledge (Ben-Simon et al., 1997). Although a variety of different partial-credit scoring methods exists, we can distinguish three main formats:

1. The liberal multiple-choice test allows students to select more than one answer to a question if they feel uncertain which alternative is correct (Bush, 2001).
2. Students are instructed to cross out all alternatives they consider to be incorrect: elimination testing (ET) (Kurz, 1999).
3. In confidence weighting (CW), students have to indicate what they believe is the correct answer and how confident they are about their choice (Kurz, 1999).

The score obtained on a liberal multiple choice test is likely to be a better reflection of a student’s true knowledge mastery as compared to the score obtained on the base of a conventional multiple choice test version based on the same questions (Bush, 1999; Bush, 2001). Students are able to express explicitly their partial knowledge mastery (Bush, 2001). Compared to NR scoring, students are likely to obtain a higher score whenever they can eliminate two or more incorrect options (Jennings & Bush, 2006). Ben-Simon et al. (1997) compared seven different scoring methods awarding partial credits. None of the methods emerged as the best, considering test validity and reliability. However, ET tended to discriminate to a better extent between students than NR and NM and reflected a more optimal reliability as compared to NR and NM (Ben-Simon et al., 1997; Bradbard et al., 2004). ET tests help to distinguish between full and partial knowledge mastery (Bradbard et al., 2004; Chan et al., 2007). Some authors studied students’ attitudes toward partial-credit scoring methods (Ben-Simon et al., 1997; Bush, 1999; Gardner-Medwin, 1995). The results of these studies show that – initially – the principles of a partial-credit scoring system are complicated for students. But, with experience, they no longer report
problems (Ben-Simon, 1997; Bush, 1999; Gardner-Medwin, 1995). Moreover, students appreciate these non-conventional marking schemes, once they are familiar (Bush, 1999).

Partial-credit scoring methods do not seem to affect test reliability as compared to NR scoring (Alnabhan, 2002; Bradbard, Parker & Stone, 2004). In addition, these scoring methods have to be approached with care. Bush (2001) notes that no partial-credit scoring method has been identified as superior compared to the conventional multiple choice scoring methods. Also, the complexity of both test-taking and test-scoring can be a possible reason why these alternative methods are not widely used (Bradbard et al., 2004; Kurz, 1999). Research whether these alternative methods discourage guessing, is also scarce. To what extent is it certain students will follow the instructions related to e.g., confidence testing? Is it plausible to assume that risk-taking students will also take the risk to indicate that they feel more confident about their response than they actually do? Also, partial-credit scoring methods seem to be more appropriate in some situations than others (Bush, 2001). ET scoring and liberal multiple choice tests might be useful in content areas where partial or full misinformation results in life-threatening consequences, such as medical training for doctors, nurses or pharmacists (Bradbard et al., 2004; Frary, 1989; Jennings & Bush, 2006).

Despite the fact that partial credit scoring methods can measure partial knowledge, we still question whether such methods really discourage guessing. Even though they award students for partial knowledge, they offer no solution for guessing. Risk-taking students will again not behave as ideal test takers and will bend the rules of the partial-credit scoring method (Rogers, 1999). In a liberal multiple choice test, a student can e.g., select only one choice, even though he thinks another choice might also be correct. Students can again easily start guessing and thus increase their test scores. We again have to conclude that this scoring method might also miss the purpose of countering guessing behavior.

**MULTIPLE ANSWERS**

In most cases, multiple choice tests consist of single-answer items (SA) but also a variety of multiple answer items (MA) does occur. In some MA formats students are instructed that each item presents at least one correct choice (Kurz, 1999), in others students are told how many answers are correct (Kubinger, 2010). Items can be scored as solved only if all correct response
options are marked, but none of the incorrect others and in other cases incorrect options that are marked can lead to negative scores.

In a recent study of Kubinger et al. (2010), a multiple choice format of two solutions and three distractors (2 of 5) was used in which students knew that two options are correct and three are incorrect. An item is scored correctly if both correct answers are marked and none of the other incorrect options are marked. This format was identified as more difficult than the format with one solution and five distractors (1 of 6). The authors consequently assumed that the guessing effect significantly decreased by using the ‘2 of 5’-format.

Thayn (2011) compared the discriminating power, item difficulty and item reliability of SA and MA items. Students were told how many options there had to select. Each item is scored dichotomously, with one point awarded if the correct answer is selected and zero points if any of the incorrect answers are selected. Both MA and SA items showed almost identical statistical performance characteristics. These results provide strong evidence that MA items perform at least as well as SA items (Thayn, 2011).

Nevertheless, also the MA format has been criticised because test items (a) tend to become more difficult to solve, (b) reflect a lower discriminating power and (c) take more time to answer (Thayn, 2011). Due to the increase in time to answer, test designers can present fewer test items. This implies that with less questions being presented, one can nevertheless cover the same content span as a test consisting of far more single-answer items. MA items - assuming especially those items where students do not know the number of correct answers- also have drawbacks related to the possible ambiguity in student interpretation of items. It is likely to believe that students read MA items more carefully than SA items. But the question can be posed whether it is feasible to develop every multiple answer item in an unequivocal way? Since MA items that penalize incorrect answers or do not inform students about the number of correct answers generate similar levels of uncertainty as negative marked items do, it is reasonable to assume that they are influenced by students’ guessing behavior as well. Therefore, the development of MA items should be well considered.
Another scoring method for multiple choice tests, is the retrospective correcting for guessing format. According to this format, an absent answer is seen as an incorrect answer. So for their own benefit, students need to give an answer to every question – even if they do not know the correct answer – since the expected score for responding is likely to be higher than omitting. The correction for guessing is implemented afterwards - or retrospectively - so we use the term retrospective correcting for guessing. These corrected scores are based on an estimation of the student’s guessing behavior.

Prihoda et al. (2006) compared scores under number right scoring and retrospectively corrected scores on multiple choice tests with scores on short-answer tests. Compared to the number right scores, corrected scores agreed more with the short-answer scores and so indicating an increased validity. Scharf & Baldwin (2007) compared three different scoring methods: one with zero, an intermediate and a maximum penalty. They concluded that the intermediate option or the retrospective correcting for guessing is the most justifiable. It penalizes blind guessing (which is an advantage compared to the scoring method with zero penalty) and partial knowledge lessens the negative impact on the final score in the end (which is an advantage compared to the scoring method with a maximum penalty). However, their conclusions are based on pure mathematical analyses on raw data and not on empirical findings.

In contrast to negative marking, risk attitudes are excluded as every student has to answer all questions. Students are forced to guess, which can be difficult to justify (Kurz, 1999). So the question rises whether this format is a good alternative for number right scoring and negative marking. In content areas where students have to know the answer, e.g. medical training for doctors, this scoring method is definitely not appropriate.

Test designers can also vary the standards used when scoring multiple choice tests. Independent of the issue of guessing in multiple choice exams, two main options can be distinguished: norm-referenced versus criterion-referenced assessment. The norm-referenced assessment approach builds on a relative standard that reflects the particular performance of the current group of students participating in the test (Bandaranayake, 2008). As a result, these standards vary.
depending on group differences (van der Vleuten, 2010). Most test designers tend not to adopt a norm-referenced approach (de Grujter, 2001). *Criterion-referenced assessment* is based on an absolute standard that assesses students against a specified achievement level (Dunn et al., 2007). This assessment method ensures the fact that students achieve a specified competence level (Bandaranayake, 2010), which is known in advance (de Grujter, 2001). In defining the standard, the effect of guessing can be taken into account. For example, the standard of a multiple choice exam consisting of 40 items with 4 choices can be set at 50%. Since 10 of those items however will generally be answered correctly when students randomly guess, the passing score can be raised accordingly to 25 out of 40 items. Since an absent answer is seen as an incorrect answer, students are better off giving an answer to all of the questions, rather than omitting. Unfortunately, a criterion-referenced method is affected by variations in test difficulty (Muijtjens et al., 1999; van der Vleuten, 2010).

As both approaches struggle with criticisms, Cohen-Schotanus & van der Vleuten (2010) propose an alternative approach, which combines a pre-fixed cut-off score with a norm-referenced standard, focusing on the high performers as a relative point of reference (Cohen-Schotanus & van der Vleuten, 2010). Dochy et al. (2009) compared different standard setting methods, including Cohen’s method. Although this method scored reasonably well, the standard might still depend on the knowledge level of the particular group of students. The most appropriate standard setting method for all tests does not exist (Dochy et al., 2009).

A general concern of standard setting is the process of determining the marks, which is rather complicated. Also, one can question the process of setting a passing score or cut-off point (Bandaranayake, 2008; Norcini, 2003; Downing, 2004; Downing et al., 2003). How does one know when a certain standard is acceptable? Finally, test designers can have some difficulties to accept the fact that students are forced to guess. However, - comparable to retrospective correcting for guessing - students’ guessing behavior does not play a role.

**CONCLUSION**

Multiple-choice tests can be scored in a variety of ways. For a long time, the debate has been single-sided and mainly focused on number right scoring versus negative marking. Above, advantages and disadvantages of both methods have been compared. Since no empirical evidence
is available in the literature that helps to direct the choice between either approaches, we argued to focus on alternative approaches.

Since the literature about these alternatives does not present a clear direction in view of opting for the most optimal solution, we can only conclude there is a growing need to evaluate alternatives in valid and educational settings. Thus far, test designers hardly dare to experiment with these alternatives. Therefore research is needed to reduce the gap between theoretical possibilities and practice. It is important to inform test designers about these scoring methods and their respective advantages or disadvantages. It can help them to take legitimate decisions, ideally in dialogue with key actors involved in an educational program. In this respect, more consistency in scoring methods of multiple choice tests is recommended at program or institutional level in higher education, as students are also expected to benefit from a coherent scoring approach.

Word count: 5360
REFERENCES


Insert Appendix 1 here (next page).