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EasyBuild timeline @ CSCS

Piz Daint upgrade

SCS’ EB pilot project: All software is installed with
Python on Piz Dora/Daint EB + Jenkins + Github
MeteoSwiss CS-Storm:
All software stack is built with EB
Using pre-installed PrgEnv « Jenkins performs
EB qet : tal autonomous builds on
gets expenimenta most of CSCS systems
Cray support :
11th Hackathon » Jenkins setup now uses
Cray Stable pipelines
A\ 4 /) \ v
Feb’'15 May’15 Jul’15 Sep’15 Dec’16 Jan’18
s . .o
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EasyBuild Enhancements for Cray Systems

1. Support for external module files
2. Definition of Cray-specific toolchains

3. Custom easyblock for Cray toolchains

= Various smaller enhancements specific to the Cray
environment

= Thanks to Peter Forai & Kenneth Hoste
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Overview of CSCS HPC systems

Piz Daint

Monch

Escha

Kesch

Leone

30
\\0‘0 CSCS

User Lab 1 GPU
PASC projects 0
Meteo Swiss 16 GPU
Meteo Swiss 16 GPU
Large Memory 1 GPU

EasyBuild @ CSCS | 5

Cray XC50

NEC Intel lvyBridge

Cray CS-Storm

Cray CS-Storm

HP DL 360 Gen 9
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Piz Kesch & Escha use case
(MeteoSwiss / Cray CS-Storm)

| I\\\‘
“Kesch” and “Es-cha” consist of identical systems ) /w“
(production and failover), each comprising: e

Cray CS-Storm: 12 nodes

« 2 x Intel Haswell E5-2690v3 2.6 GHz 12-core
CPUs per node
 total of 24 E5-2690v3 processors
« 256 GB 2133 MHz DDR4 memory per node
« totalof 3 TB
8 NVIDIA® Tesla® K80 GPU devices per node
« total of 192 GPUs

MeteoSwiss, the Swiss national weather forecasting
service, hosts their dedicated production systems at
Cray CS-Storm at CSCS, Lugano.

« EasyBuild software stack in production since
September/2015
« (GCC initially provided by Cray was unable to

assemble AV X2 instructions for haswell)
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Piz Daint

Model _____| Cray XC50/XC40

XC50 Compute Intel® Xeon® E5-2690 v3 (Haswell) @ 2.60GHz (12 cores,
Nodes 64GB RAM) and
NVIDIA® Tesla® P100 16GB
XC40 Compute Intel® Xeon® E5-2695 v4 (Broadwell) @ 2.10GHz (18 cores,
Nodes 64/128 GB RAM)
Login Nodes Intel® Xeon® CPU E5-2650 v3 @ 2.30GHz (10 cores, 256
GB RAM)
Interconnect Aries routing and communications ASIC, and Dragonfly
Configuration network topology

Scratch capacity 6.2 PB (Lustre / Sonexion 3000)
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Piz Daint

(l “1‘11 | ,',';‘ff " :n‘(," .‘ ' [ "
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= #1in Europe
= 19.590 PFLOPS

= #10 Green 500
= 10.398 MFLOPS/W
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Available software on Cray using EasyBuild

= Stock EasyBuild repository

= Python, including
= accelerated numpy + scipy,

hSpy, ...
WRF

CP2K[*]
GROMACS[]
Boost

GSL

[*] = GPU-enabled recipe available

% cscs EasyBuild @ CSCS | 9
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CSCS Production Github

repository

Amber[*]

CDO

CPMD

LAMMPS[*]

NCL

NCO

ParaView[*]

Octave
(R%uantumESPRESSO
Score-P/Scalasca/Extrae/lpm
VASP[*]

Visit

VMDJ*]

VTKI*]

TensorFlow[*], Theano[*]
CNTK]*], Caffe[*], Caffe2[*]
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Program share

Gene Enzo

CDQK Esp%sso T

. Vasp o
Gromacs AMS  csmo nem

Lammps  Gsom g

EEEEEENAR

Usercode

Apps and Users

USERCODE
GROMACS
CP2K

AIMS
Q-ESPRESSO
VASP
COsMO

243298.8945806726
186755.95709539746
40026.56020156364
97135.43657738983
25594.432998438802
24583.87273325026
16674.382075973786

19454.27580616733
11722.04412404338
9503.948958108205
6879.334505983569
6291.353184264425
2777.392056321937
1663.6624680883622

Number of jobs per cpu_type

using xalt statistics

== broadwell 5335431
- haswell 19284728

EasyBuild @ CSCS | 10
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User instructions for EasyBuild (1)

<& _ cCscCs

A\ ' Centro Svizzero di Calcolo Scientifico
A Swiss National Supercomputing Centre

CSCS User Portal  Getting Started +  Scientific Computing +  Storage v+ My Projects ~

Supported Applications
HOME Code Compilation

Code Analysis service

Getting Started .
Technical Report

5 (10PM).

Storage
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User instructions for EasyBuild (2)

<& cscs ETH:-u

AN ' Centro Svizzero di Calcolo Scientifico
A\ Swiss National Supercomputing Centre

CSCS User Portal Getting Started ~ Scientific Computing ~ Storage ~ My Projects ~

SCIENTIFIC COMPUTING EasyBuild framework

Loading the environment

ABCpy The EasyBuild framework is available at CSCS through the module EasyBuild-
custom . This module defines the location of the EasyBuild configuration files, recipes

Amber and installation directories.

Supported Applications

CP2K

module load EasyBuild-custom
CPMD
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EB @ CSCS (Guilherme)

= Timeline

= Pijz Kesch & Escha use case
= Cray CS-Storm

= Piz Daint
= Cray XC

Using Jenkins with Easybuild at
CSCS (Theo)

» Use of Jenkins with Easybuild at
CSCS

» Advantages of Jenkins pipelines

= Demonstration of Testing
pipeline

= Demonstration of Regression
pipeline

Final remarks

ETH:irich



Jenkins at CSCS

= At CSCS Jenkins is the basic tool used for CI to test and deploy

software packages which are defined as Easyconfigs and are
built with Easybuild.

= Jenkins combined with Easybuild is used in three distinct
projects:
= Testing: tests a new Easyconfig submitted to Github.

= Production: builds the software to be available as a module for users.
= Regression: runs Easybuild for each installed Easyconfig.

= Recently we have migrated our Jenkins projects to Pipelines
which offer:

= Greater flexibility regarding the actions performed by Jenkins.
= The "Jenkinsfile” of each project is version controlled.
= Easily run the CI in parallel using all available resources.
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Submitting a new PR
Contributing back

How to submit a pull request:

1. Add the EasyBuild configuration files to a new branch, including all the required dependencies
2. Create and assign yourself a pull request following this policy for the title:
o the title must match a supported system in the list daint dom kesch leone monch , otherwise the build will fail

immediately. The system names have to be enclosed in square brackets to be distinguished from the actual pull
request title and be parsed by the corresponding Jenkins project.

o if the title matches wip ("Work In Progress”), then the test build will be aborted immediately, as work in progress is
not supposed to be tested.

o Dom and Piz Daint can test both software stacks -gpu and -mc at once:

a. if the title matches only ${system}-gpu or ${system}-mc , only that software stack will be used:
= [dom-gpu] NAMD will build using -gpu, [dom-mc] NAMD will use -mc .

h. if the title matches both or none, then hoth will be used, one after another in a loop:
= [dom] NAMD will build using both -gpu and -mc in a loop.

= [dom-gpu,dom-mc] NAMD will do the same.

3. The CSCS Jenkins project TestingeB will test the build of new EasyBuild recipes with respect to the master. The
corresponding pipeline of TestingeB is contained in the jenkins/JenkinsfileTestingEB Script.

4. If the build is successful, you should ask for a review: the pull request will only be merged when approved.

5. In order to re-trigger the testing of the pull request without committing a change, add the comment retest this please
which will notify the TestingeEB Jenkins project.

6. (CSCS only) for production builds, please update the appropriate production build list here.

\":‘ CSCS EasyBuild @ CSCS | 15 ETHziirich
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Cl — Testing a new Easyconfig submitted to Github (1)

Github PR ([daint-gpu]) Triggered Pipeline

Pipeline Tests Artifacts O

L] eth-cscs / production @Unwatch~ 21 grUnstar 8  YFork 6 B > 58m Changes by schoengens

Commit— He GitHub pull request #531 of commit e1feddda388939e93af346b706b74bb197eed339, no merge conflic.

Code D Issues 1 11 Pull requests 1 Projects 0 Wiki 11 Insights

- - o <a title="[daint-gpu] Caffe2 & Caffe(1) easyconfigs" href="https:/github.com/eth-cscs/production/pull/531">PR #531</a>: [daint-
[daint-gpu] [Caffe2 & Caffe(1) easyconfigs #5321 e | Description

gpu] Caffe2 & Caffe(...

TN gppezzi merged 9 commits into master from caffez 7 days ago

(& Convergation 47 0~ Commits 9 [ Files changed 19 Mt Start Initialization Machine Sel...  Build Stage daint-gpu End
— © © Q—1—
.H- jschoengens commented 9 days ago Member +& ' [T Reviewers 2

W

. gppezzi v
affe2 and Caffe(1) easyconfigs for CrayGNU toolchain version 17.08. 2
o
© 1 mschoengens requested review from gppezzi and lucamar 9 days ago Assignees

4. mschoengens

[} Marcel Schoengens added some commits 21 days ago

Labels Steps daint-gpu [l 4
Added easyconfig files for Caffe2 including dependencies: dependecies. 3349bFf
None yet
2 > General SCM 12s
Minor changes to caffez easyconfig. s
Projects H <
Added Caffe-1.0 for latest toolchain 0704 4| > Shell Script 1s
None yet
Caffe is now working with all Python dependencies.  831858a "~ > Shell Script <1s
Milestone .
Ml > true — Shell Script <1s
# 8 gppezzi changed the title from Caffe2 & Caffe(1) easyconfigs (o [daint-gpu] Caffe2 & Caffe(1) No milestone
easyconfigs 9 days ago 2 > Shell Script 57m 25s
Notifications
ﬁ gppezzi commented 9 days ago Member +&) - .

A

AN
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Cl — Testing a new Easyconfig submitted to Github (2)

Github PR ([daint]) Triggered Pipeline

Marketplace Explore

 TestingEB 209 Pipeline Changes Tests Artifacts 0

[ eth-cscs / production @Unwatch~ | 21 | gUnstar | 8 | YFork 6 Branch:— @ 5m7s Changes by Theofilos Manitaras, jgp
Commit— 2 GitHub pull request #536 of commit 3bfe7ca?5bab7c7d71ca336325d75ad304f62185, no merge conf|

Code Issues 1 11 Pull requests 1 Projects 0 Wiki Insights

[daint Otf/2 1 #536 Edit I Description  <a title="[daint] otf/2.1" href="https:/github.com/eth-cscs/production/pull/536">PR #536</a>: [daint] otf/2.1

WYl jgphpe wants to merge 1 commitinto master from otf2

D donversation 0 o Commis 1 [ Files changed 1 +27-0 ummmn Start Initialization ~Machine Sel... | Build Stage | End

- daint-gpu
jgphpc commented 8 minutes ago Oowner +& o (I Reviewers

kraushm .

No description provided.

. daint-mc
Assignees
ﬂ otf/2.1 v 3bferc B]gphpc
& @ jgphpc self-assigned this 8 minutes ago Labels Steps daint-mc Z X
None yet
. 2| > General SCM 24s
© @ jgphpc requested a review from kraushm 6 minutes ago project.
rojects i
2 > Shell Script <1s
None yet
Add more commits by pushing to the ot f2 branch on eth-cscs/production. v > She" Script < 15
Milestone
. ° Review requested Show all reviewers  No milestone i > true — Shell Script <1s
Review has been requested on this pull request. It is not required to merge. Learn more. R
2 > Shell Script 2m 40s

Notifications

All checks have passed Show all checks
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Regression Pipeline (All machines)

= Runs once a week and
tests all Easyconfigs in
production per machine
In parallel.

= Ensure that each
software package builds
successfully.

= Through the Blue Ocean
interface it is easy to
Inspect the console
output of each machine.

\/ RegressionEB 740 Pipeline Changes Tests Artifacts 5

@ 1d 4h 19m 18s Changes by jfavre, noreply, schoengens, Samuel Omlin
®© aday ago Started by timer

Start Initialization Machine Sel...  Build Stage  End

— o G——e

daint-gpu

ddddddd

mmmmmm

kkkkk

eeeee

onch

Steps monch Z %
2| > General SCM 21
2| > Shell Script <1s
2| > Shell Script <1s
2| > The unuse path is: /anps/monch/UES/ienkins/RH6.9-17.06/easvbuild/modules/all/ — Print Message <1s
2| > #!/bin/bash -I status=0 if [ -d /mnt/Inec/ienscscs/RegressionEB/monch 1: then rm -rf ... — Shell Script 2h 46m 3s

\":‘ CSCS EasyBuild @ CSCS | 18 ETHziirich
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= Piz Daint
= Cray XC
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Final remarks

ETH:irich



Final remarks

= Moving to EB at institution level takes time

= |Learning curve
= Resistance to change

= EasyConfigs vs. EasyBlocks (my 5 cents)

= EasyBlocks
= (+) Reusable: Great for well packaged & stable software
= (-) Too much overhead for bleeding edge software
= (-) Reproducibility: how keep track of changes?
= EasyConfigs
= (-) Reuse by copy paste (=> duplication)
= (+++) Self contained recipes

% cscs EasyBuild @ CSCS | 20
" 2

ETH:irich



Final remarks (2)

= Feature wish list

= New command line options for dependencies
= --try-dep-version ?
= Have a separate log for command lines performed by EB

= As complement to —extended-dry-run
= Backup of custom easyblocks for reproducibility
= External modules

= Improve error reporting for missing modules
= (Generic/versionless entries on the metadata file

= Ongoing work
= Deploying HPC OpenStack cluster with EB

% cscs EasyBuild @ CSCS | 21
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Useful links for EasyBuild @ CSCS

= EasyBuild User Documentation at CSCS

= https://user.cscs.ch/scientific computing/code compilation/easybuild framework/

= Easyconfig files repositories

= List of production builds performed by Jenkins
= https://github.com/eth-cscs/production/tree/master/jenkins-builds

= Custom easyconfigs:
https://github.com/eth-cscs/production/tree/master/easybuild/easyconfigs

= Custom easyblocks:
= https://github.com/eth-cscs/production/tree/master/easybuild/easyblocks
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Thank you for your kind attention



