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Abstract. The Lie algebra generated by m p -dimensional Grassmannian Dirac
operators and m p-dimensional vector variables is identified as the orthogonal Lie
algebra so(2m + 1). In this paper, we study the space P of polynomials in these
vector variables, corresponding to an irreducible so(2m + 1) representation. In
particular, a basis of P is constructed, using various Young tableaux techniques.
Throughout the paper, we also indicate the relation to the theory of parafermions.
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1. Introduction

The theory of Dirac operators and vector variables is robust, with applications in
a wide range of fields in mathematics, physics and computer science. Systems with
an arbitrary number of such operators are less studied and the complexities quickly
mount as the number of operators rise, showing structure not present in the simpler
case [3].

Traditionally the p-dimensional Dirac operator, D and vector variable X

are defined as D =

p∑
i=1

∂

∂xi

ei and X =

p∑
i=1

xiei respectively, where x1, . . . , xp are

ordinary variables and e1, . . . , ep , satisfying eiej + ejei = 2δij , are the generators of
the complex Clifford algebra.

The usefulness of Dirac operators and vector variables has led people to search
for interesting analogs and modifications. By introducing a reflection group and
exchanging the derivatives for Dunkl derivatives, one obtains the so called Dunkl-
Dirac operator [5, 21].

In this paper we consider the m modified Dirac operators Di and vector
variables Θi (i = 1, . . . ,m) obtained by replacing the ordinary variables with Grass-
mannian (anticommuting) variables. We shall refer to them as Grassmannian Dirac
operators and vector variables. Systems with one Grassmannian Dirac operator and
one Grassmannian vector variable were studied in [24].

Dirac operators and vector variables on superspace have also been considered
[4]. Here a combination of ordinary and Grassmannian variables are used.
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Whereas ordinary Dirac operators and vector variables can be thought of
as acting on Clifford algebra valued polynomials, Grassmannian Dirac operators
and vector variables act on the space of Clifford algebra valued exterior forms, or
equivalently the space of Clifford algebra valued Grassmann polynomials. Such have
previously been considered in [18, 19, 24].

Although the setting of m p-dimensional Grasmannian Dirac operators and
vector variables is quite simple, their study leads to interesting Lie algebraic prop-
erties. First of all, we observe that the set of 2m operators Di and Θi generate
the orthogonal Lie algebra so(2m + 1). The space P of polynomials in the (non-
commuting) vector variables Θi is also worth studying. It coincides with the irre-
ducible so(2m + 1) representation with Dynkin labels [0, . . . , 0, p] . Our main effort
in this paper is the construction of an appropriate basis of P , in terms of the vector
variables Θi . This construction involves combinatorial techniques, for which several
types of Young tableaux are needed. As a byproduct, we also obtain elegant expres-
sions of the basis elements of P in terms of the ordinary Grassmann variables θiα
and the Clifford algebra generators.

The present study can also be framed in the theory of so-called parafermions,
introduced in mathematical physics a long time ago [10]. In fact, the Grassmannian
vector variables and Dirac operators Θi and Di are a realization of parafermion
creation and annihilation operators a+i and a−i , as they satisfy the same triple
relations [28]. The basis of P constructed in this paper, is then a basis of the
parafermionic Fock space of order p [20, 28] purely in terms of parafermionic cre-
ation operators acting on a vacuum state. Although the contents of this paper is
mathematical, we shall point out the link to parafermion theory whenever relevant.

2. Preliminaries

In this section we introduce the fundamental concepts which will be used throughout
the paper. We begin by introducing Clifford algebras, exterior forms, Grassmann
variables, and Grassmannian Dirac operators and vector variables. More elaborate
expositions on Clifford algebras and exterior forms can be found in [1, 22]. Following
this we introduce the combinatorial objects needed: partitions, Young diagrams,
Young tableaux and semistandard Young tableaux. Where possible we follow [16]
with respect to the notation and conventions. Finally we introduce the notion of
subtableaux of semistandard Young tableaux and use it to define a total ordering of
the set of semistandard Young tableaux.

2.1. Exterior forms and Clifford algebras

Throughout this paper m and p will be positive integers. We let Λ[Cmp] refer to
the space of exterior forms on the vector space Cmp , that is Λ[Cmp] is the exterior
algebra on Cmp . The vector space Λ[Cmp] has a basis consisting of the 2mp elements

θγ := θγ1111 ∧ · · · ∧ θγm1

m1 ∧ θγ1212 ∧ · · · ∧ θγm2

m2 ∧ · · · ∧ θ
γ1p
1p ∧ · · · ∧ θγmp

mp , (2.1)

for γ ∈ Mmp(Z2). Here Mmp(Z2) denotes the space of m by p matrices with values
in Z2 . For ease of notation we will suppress the wedge products opting instead
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to represent such elements as monomials in the Grassmann variables θiα . In this
notation

θγ := θγ1111 · · · θγm1

m1 θ
γ12
12 · · · θγm2

m2 · · · θγ1p1p · · · θγmp
mp , (2.2)

for γ ∈ Mmp(Z2). Together with the Grassmann variables θij we will consider
the corresponding Grassmann derivatives ∂iα := ∂

∂θiα
. Grassmann variables and

derivatives satisfy the following algebraic relations,

{∂iα, θjβ} = δijδαβ, {∂iα, ∂jβ} = 0 and {θiα, θjβ} = 0, (2.3)

for all i, j ∈ {1, . . . ,m} and α, β ∈ {1, . . . , p} , where {a, b} = ab + ba is the anti-
commutator bracket. Grassmannian variables and derivatives have a natural action
on the space Λ[Cmp] given by

θiα(q) := θiαq, ∂iα(q
′) := ∂iαq

′ and ∂iα(1) := 0, (2.4)

for all i ∈ {1, . . . ,m} and α ∈ {1, . . . , p} , q, q′ ∈ Λ[Cmp] with q′ ̸= 0.

We let Cℓp denote the complex Clifford algebra with p generators e1, . . . , ep
satisfying

{eα, eβ} = 2δαβ, (2.5)

for all α, β ∈ {1, . . . , p} . As a vector space Cℓp has a basis consisting of the 2p

elements
eη := eη11 · · · eηpp , (2.6)

for η ∈ Zp
2 . The m Grassmannian Dirac operators and m Grassmannian vector

variables can now be defined as

Di :=

p∑
α=1

∂

∂θiα
eα and Θi :=

p∑
α=1

θiαeα, (2.7)

for all i ∈ {1, . . . ,m} . These operators act on the space B := Λ[Cmp] ⊗ Cℓp .
Depending on our perspective B can be called the space of Clifford algebra valued
Grassmann polynomials or the space of Clifford algebra valued exterior forms. The
action of Di and Θi is defined as follows.

Di(q ⊗ f) :=

p∑
α=1

∂iαq ⊗ eαf and Θi(q ⊗ f) :=

p∑
α=1

θiαq ⊗ eαf, (2.8)

for all i ∈ {1, . . . ,m} , q ∈ Λ[Cmp] and f ∈ Cℓp . In the future we will be suppressing
the tensor product when discussing elements of B . We make B into a Hilbert space
by endowing it with the Hermitian inner product ⟨·, ·⟩ defined by

⟨θγeη, θγ′
eη

′⟩ := δγγ′δηη′ , (2.9)

for all γ, γ′ ∈ Mmp(Z2) and η, η′ ∈ Zp
2 , where the first component is chosen to be

antilinear. A short calculation shows that

⟨Θiθ
γeη, θγ

′
eη

′⟩ = ⟨θγeη, Diθ
γ′
eη

′⟩, (2.10)

for all i ∈ {1, . . . ,m} , γ, γ′ ∈ Mmp(Z2) and η, η′ ∈ Zp
2 . This means that the

operators Di and Θi are each others Hermitian adjoints.
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Before continuing, it is relevant to point out that all results obtained in this
paper also hold if the space B = Λ[Cmp]⊗Cℓp of Clifford algebra valued Grassmann
polynomials is exchanged for the space of spinor valued Grassmann polynomials
Λ[Cmp] ⊗ S , where S is a simple Cℓp -module. This resembles more closely the
setting considered in [24]. Translating the results of this paper from one setting to
the other is a simple matter which will be explained at the end of Section 4 after we
define the subspace of B , that is the primary focus of this paper. For now we note
that B contains Λ[Cmp] ⊗ S as a Cℓp -invariant subspace. This is because the left
regular representation of Cℓp decomposes into a direct sum of spinor representations
amongst which S appears with non-zero multiplicity.

2.2. Partitions and Young tableaux

We let P denote the set of partitions, that is the set of finite non-increasing sequences
on non-negative integers.

P =
{
λ = (λ1, . . . , λk) : k ∈ N, λ1 ≥ · · · ≥ λk ≥ 0

}
. (2.11)

The length ℓ(λ) of the partition λ is the number of non-zero entries of λ . We consider
two partitions to be equal if all their non-zero entries agree, meaning that they only
differ by the number of zeroes at the tail end of the sequences. A partition λ ∈ P
can be described as a diagram of empty boxes known as a Young diagram, with λi

being the number of boxes in the i ’th row. For example, if λ = (λ1, λ2, λ3) = (4, 3, 1)
then the corresponding Young diagram is

λ = . (2.12)

To each partition λ ∈ P we associate the conjugate partition λ′ ∈ P , whose i ’th entry
λ′
i is defined to be the number of boxes in the i ’th column of the Young diagram of

λ . So if λ = (4, 3, 1), then λ′ = (3, 2, 2, 1). From this perspective ℓ(λ) and ℓ(λ′)
describe the number of rows and columns in the Young diagram λ respectively.

A Young tableau of shape λ with entries in {1, . . . ,m} is then a filling of the
Young diagram of shape λ by numbers from the set {1, . . . ,m} . We denote the set
of Young tableaux with entries in {1, . . . ,m} by E . As an example a Young tableau
of shape (4, 3, 1) and with m = 4 we consider

2 4 3 1
2 1 1
4

∈ E. (2.13)

The weight of a Young tableau A ∈ E is then the m-tuple µ ∈ Nm
0 , with µi being

the number of times the entry i appears in A . The weight of the Young tableau in
(2.13) would then be (3, 2, 1, 2). For any Young tableau A ∈ E we let λA and µA

denote its shape and weight respectively.

We will primarily be interested in the subset Y ⊂ E consisting of semistandard
(s.s.) Young tableaux. A Young tableau is called semistandard if its entries are non-
decreasing from left to right along each row and increasing from top to bottom along
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each column. We consider for m = 4 two examples of s.s. Young tableaux of shape
(4, 3, 1) and weight (3, 2, 1, 2):

1 1 1 2
2 3 4
4

∈ Y and
1 1 1 4
2 2 3
4

∈ Y. (2.14)

2.3. Subtableaux and a total ordering of Y
Given A ∈ Y and k ∈ {1, . . . ,m} we define the k ’th subtableau of A to be the
tableau Ak ∈ Y obtained by truncating A to only the entries containing the numbers
1, . . . , k . We take A0 to be the empty tableau. The following example illustrates
subtableaux,

A =
1 1 2 4
2 3 4

=⇒ A4 = A, A3 =
1 1 2
2 3

, A2 =
1 1 2
2

and A1 = 1 1 .

(2.15)

We endow both Nm
0 and P with the graded lexicographic ordering, both

denoted by < . See Appendix A for more details. The total ordering on Y can
now be defined as follows.

Given A,B ∈ Y we write A < B if µA < µB in Nm
0 , or if µA = µB and there

exists k ∈ {1, . . . ,m} such that

λAl = λBl and λAk < λBk in P, (2.16)

for all l < k . The relation < on Y defined above is a total order. This follows from
the fact that the graded lexicographic order gives a total ordering of both Nm

0 and
P . The following example illustrates how this ordering applies to the 13 s.s. Young
tableaux of weight µ = (2, 1, 1, 1).

1 1

2

3

4

<
1 1

2 4

3

<
1 1 4

2

3

<
1 1

2 3

4

< 1 1 4

2 3
<

1 1 3

2

4

< 1 1 3

2 4
< 1 1 3 4

2
<

<
1 1 2

3

4

< 1 1 2

3 4
< 1 1 2 4

3
< 1 1 2 3

4
< 1 1 2 3 4 .

3. The Lie algebra generated by Grassmannian Dirac operators and
vector variables

In [24] it was observed that the Lie algebra sl(2) ∼= so(3) can be realized using one
Grassmannian Dirac operator and one Grassmannian vector variable. We observe in
Theorem 3.1 that this result generalizes when one considers m Grassmannian Dirac
operators and m Grassmannian vector variables. This realization of has, to the best
of the authors’ knowledge, not been presented in literature before.

Theorem 3.1. The 2m operators Di and Θi , for i ∈ {1, . . . ,m}, acting on B
satisfy the following commutator relations

[[Dj,Θk],Θl] = −2δjlΘk,

[[Dj, Dk],Θl] = 2δklDj − 2δjlDk,

[[Dj, Dk], Dl] = 0,

[[Dj,Θk], Dl] = 2δklDj,

[[Θj,Θk], Dl] = 2δklΘj − 2δjlΘk,

[[Θj,Θk],Θl] = 0,

(3.1)
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for all j, k, l ∈ {1, . . . ,m}. They thus generate the Lie algebra so(2m+ 1).

Proof. The Lie algebra so(2m + 1) can be identified as the algebra with 2m
generators satisfying the relations (3.1), see [12, 20, 23] or [28] for an identification
with so(2m+1) root vectors. Therefore it remains only to show that Di and Θi , for
i ∈ {1, . . . ,m} , satisfy these relations. Proving this is a matter of simple yet tedious
calculations and is thus left to the reader.

Endowing this realization with the unitary structure given by D∗
i := Θi , for all

i ∈ {1, . . . ,m} , it is clear that B has the structure of a unitary so(2m+ 1)-module.

Note that the relations (3.1) are the so-called triple relations of the parafermionic
creation and annihilation operators used in parastatistical field theories, see [10, 20].
When p = 1 these relations reduce to those of the ordinary fermionic creation and
annihilation operators.

In mathematics literature the representation of so(2m + 1) on B appears in
the context of Howe dual pairs. To illustrate this we note that the so(2m + 1)-
module B = Λ[Cmp]⊗ Cℓp decomposes into a direct sum of submodules of the form
Λ[Cmp] ⊗ S where S is a simple Cℓp -module. If we consider the Howe dual pair
(so(2m + 1), so(p)) in so((2m + 1)p) as described in [25], then the restriction of a
spinor representation of so((2m+ 1)p) to so(2m+ 1) gives a representation that is
isomorphic to the so(2m + 1)-representation on Λ[Cmp] ⊗ S , for some simple Cℓp -
module S . On the other hand, the restriction to so(p) gives the natural action
on Λ[Cmp] ⊗ S . Certainly, a simple calculation shows that the so(2m + 1) action
described in Theorem 3.1 commutes with the natural action of so(p).

The Lie algebra so(2m+ 1) contains an m dimensional Cartan subalgebra h
with basis consisting of the elements

hi := −1

2
[Di,Θi], (3.2)

for all i ∈ {1, . . . ,m} . We let ϵi ∈ h∗ , for i ∈ {1, . . . ,m} , be the corresponding
dual basis. Given a weight µ ∈ h∗ we can write µ =

∑m
i=1 µiϵi , or more simply

(µ1, . . . , µm). The root system of so(2m+ 1) is{
ϵi ± ϵj,±ϵk : i, j, k ∈ {1, . . . ,m}, i ̸= j

}
, (3.3)

with simple roots {ϵ1−ϵ2, . . . , ϵm−1−ϵm, ϵm} . The positive and negative root vectors
are then {

[Θi,Θj], [Θi, Dj],Θk : i, j, k ∈ {1, . . . ,m}, i < j
}

(3.4)

and {
[Di, Dj], [Θi, Dj], Dk : i, j, k ∈ {1, . . . ,m}, i > j

}
(3.5)

respectively [28].

Using the basis elements hi , for i ∈ {1, . . . ,m} , of the Cartan subalgebra we
can construct the grading operator J :=

∑m
i=1 hi . In the context of parastatistics

this operator can be considered as a conformal energy operator. The Lie algebra
so(2m+1) decomposes into eigenspaces with respect to the adjoint action of J , that
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is, so(2m+ 1) = ⊕2
j=−2Ej , where

E2 = spanC
{
[Θi,Θj] : 1 ≤ i ≤ j ≤ m

}
, (3.6)

E1 = spanC
{
Θi : 1 ≤ i ≤ m

}
, (3.7)

E0 = spanC
{
[Θi, Dj] : 1 ≤ i, j ≤ m

}
, (3.8)

E−1 = spanC
{
Di : 1 ≤ i ≤ m

}
, (3.9)

E−2 = spanC
{
[Di, Dj] : 1 ≤ i ≤ j ≤ m

}
. (3.10)

In Section 4 we argue that the space of polynomials in the Θi ’s form a simple
so(2m + 1)-module. In Section 5 we construct explicitly a set of polynomials that
form a basis for this module. Each polynomial in this basis is an eigenvector of the
operators hi , for i ∈ {1, . . . ,m} , and thus also of the conformal energy operator J .

4. A simple module of polynomials in the Θi ’s

Due to Theorem 3.1 we know that the operators Θi and Di , for i ∈ {1, . . . ,m} ,
generate a copy of the Lie algebra so(2m + 1). This allows us to decompose the
module B into a direct sum of simple so(2m+1)-modules. For the remainder of this
paper we study a component in this decomposition, which carries information about
the Grassmannian Dirac operators and vector variables. We consider in particular
the subspace of B consisting of polynomials in the Grassmannian vector variables
Θ1, . . . ,Θm :

P := span
{
Θi1 · · ·Θik(1) : k ∈ N0, i1, . . . , ik ∈ {1, . . . ,m}

}
. (4.1)

Where 1 := 1 ⊗ 1 is the constant polynomial in B . We show that this is a simple
module of so(2m + 1), see Prop 4.1, and present the character formula and weight
space dimensions of P , see (4.2) and (4.6). In Section 5 we construct a basis for P
consisting of polynomials in the Grassmannian vector variables. The corresponding
problem for the usual Euclidean vector variables was solved in [2]. As a vector
space P is isomorphic to the unital associative algebra A(Θ) generated by the
Grassmannian vector variables Θ1, . . . ,Θm considered as operators acting on B . The
isomorphism is given concretely by letting the operators in A(Θ) act on the constant
polynomial 1 ∈ P . The Hermitian conjugate gives an anti-isomorphism between
A(Θ) and the unital associative algebra A(D) generated by the Grassmannian Dirac
operators D1, . . . , Dm . The point of these observations is that by constructing a basis
for the so(2m + 1)-module we automatically obtain concrete bases, in the vector
space sense, for the algebras A(Θ) and A(D). See [27, 26] for work dealing with
such algebras and the operators therein for the case of the usual Euclidean Dirac
operators and vector variables. The space P is furthermore of interest in the study
of parastatistical field theories.

Proposition 4.1. The space P is a simple unitary lowest weight module of
so(2m+ 1) with lowest weight vector 1 ∈ P of weight (−p

2
, . . . ,−p

2
).

Proof. Recall that ∂iα(1) = 0, for all i ∈ {1, . . . ,m} and α ∈ {1, . . . , p} . Using
this a short calculation shows that Di(1) = 0, [Θk, Dl](1) = 0 and hi(1) = −p

2
, for
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all i, k, l ∈ {1, . . . ,m} with k > l . This means that 1 ∈ P is a lowest weight vector
of weight (−p

2
, . . . ,−p

2
). Additionally the relations (3.1) imply that P is invariant

under the action of the so(2m + 1). So P is a finite-dimensional so(2m + 1)-
module generated by the lowest weight vector 1 ∈ P . This implies that P is simple.
Unitarity follows from P being a submodule of the unitary module B .

In [28] the module P was studied and the following character formula was
obtained:

charP = (t1 · · · tm)−p/2
∑
λ∈P,

ℓ(λ′)≤p

sλ(t1, . . . , tm), (4.2)

where sλ denotes the Schur function indexed by the partition λ and ti denotes the
formal exponential eϵi . Applying the monomial expansion of sλ to (4.2), see [16],
we get

charP = (t1 · · · tm)−p/2
∑
λ∈P,

ℓ(λ′)≤p

∑
µ∈Nm

0

Kλµt
µ1

1 · · · tµm
m , (4.3)

where Kλµ denotes the Kostka number:

Kλµ := #
{
s.s. Young tableaux in Y of shape λ and weight µ

}
. (4.4)

The character formula (4.3) makes it clear that the set of weights of P is given by{
µ− p/2 := (µ1 − p/2, . . . , µm − p/2) : µ ∈ {0, . . . , p}m

}
(4.5)

and that the corresponding weight space dimensions are

dimPµ− p
2
=
∑
λ∈P,

ℓ(λ′)≤p

Kλµ (4.6)

= #
{
s.s. Young tableaux of weight µ and with at most p columns

}
.

In Section 2 we briefly discussed the consequences of working in the space of
spinor valued Grassmann polynomials Λ[Cmp]⊗ S instead of in the space of Clifford
algebra valued Grassmann polynomials B = Λ[Cmp]⊗Cℓp . It is simple to see that the
operators Di and Θi , for i ∈ {1, . . . ,m} , also generate a realization of so(2m + 1)
when acting on Λ[Cmp]⊗S . Furthermore, the module P can equally well be realized
in Λ[Cmp]⊗S , for example by replacing the vector 1 := 1⊗1 in (4.1) with the vector
1⊗ s , where s is any non-zero vector in S . The results of Section 5 continue to hold
if we use Λ[Cmp]⊗ S , albeit after slight modifications obtained by adding the vector
s in key places.

5. A basis for the module P

We now turn to the construction of an appropriate basis for the module P consisting
of vectors ωA indexed by s.s. Young tableaux. Of course, other bases for so(2m+1)-
modules have been considered in the literature. We briefly present an overview of
known results.
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In [28] a Gel’fand-Zetlin basis for P , parameterized by Gel’fand-Zetlin pat-
terns, was considered and matrix elements of the so(2m + 1)-action on this basis
were calculated. In a more general context, monomial bases have been constructed
for so(2m + 1)-modules. The crystal bases coming from the canonical basis of the
quantum group Uq(g) presents a well known method for constructing monomial bases
for finite dimensional modules of a semisimple Lie algebra g , see [14, 15]. Another
method was developed and applied to simple modules of Lie algebras of type A and
C in the papers [6, 7, 8]. Application to cases B and D can be found in [9, 17].

The vectors of a monomial basis are defined as monomials in the negative root
vectors of so(2m+1) acting on the highest weight vector of the relevant module, or
equivalently as monomials in the positive root vectors, (3.4), of so(2m + 1) acting
on the lowest weight vector.

The basis that we wish to construct here for P differs from all known bases.
It differs specifically from the monomial bases in that every basis element is defined
as a polynomial in only the positive generators, Θ1, . . . ,Θm , of so(2m + 1) acting
on the lowest weight vector. This means that the remaining positive root vectors
[Θi,Θj] and [Di,Θj] , for i < j , are not needed for the definition of the basis. In the
present context, with P given by (4.1), this is natural to consider.

Such a basis for P is also important in the context of parafermions: the
basis vectors expressed as polynomials in the Θi acting on 1 translate directly to
polynomials in the parafermionic creation operators a+i acting on a vacuum state,
and thus form an a new and interesting basis of the parafermionic Fock space of
order p [20, 28]. For example, under this translation the basis vector appearing in
the forthcoming example (5.9) simply becomes

ωA =
1

12

(
(a+1 )

2a+3 (a
+
2 )

2 + a+1 a
+
3 a

+
1 (a

+
2 )

2 + a+3 (a
+
1 )

2(a+2 )
2
)
|0⟩,

where |0⟩ is the vacuum state, and a+1 , a
+
2 and a+3 are (non-commuting) parafermion

creation operators [20]. From the physics point of view, this is the most wanted form
of basis vectors, as it describes how to create such state vectors. This is in contrast
with Gel’fand-Zetlin basis vectors, which are very suitable for computing actions [28],
but which do not describe how to construct states out of a vacuum state.

In Section 5.1 we define the vector ωA , given a Young tableau A . Following
that we prove in Section 5.2 that such vectors with A ∈ Y and ℓ(λ′

A) ≤ p form a
basis for P . The main difficulty of the proof lies in the identification of a certain
leading monomial of ωA and proving that it ‘respects’ the total order on Y . This is
the content of Proposition 5.1, the proof of which we postpone until Section 5.4. In
Section 5.3 we define row distinct and A-restricted Young tableaux, and use these
notions to obtain monomial expansions of ωA necessary for proving Proposition 5.1.

5.1. Construction of the vectors ωA

We are interested in constructing the vectors ωA , for A ∈ E , such that each entry i
in A correspond to an occurrence of the Grassmannian vector variable Θi . To do so,
we let A(k, l) denote the entry of A in the k ’th row and l ’th column. If the shape
of A is λ , then (k, l) runs over the coordinates of the boxes of the Young diagram
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of λ . In a slight abuse of notation we shall also use λ to denote the set of these
coordinates:

λ =
{
(k, l) : k ∈ {1, . . . , ℓ(λ)}, l ∈ {1, . . . , λk}

}
. (5.1)

For each λ ∈ P we consider the permutation group

Sλ = Sλ1 × · · ·Sλℓ(λ)
. (5.2)

The purpose of this group is to permute the rows of any given Young tableau
A ∈ E whose shape is λ . The group Sλ is called the Young subgroup associated
to the partition λ . Such permutation groups are widely used in the classification
of irreducible representations of the symmetric group, see [11]. The group Sλ acts
on the set of Young tableaux of shape λ in the following manner. Given a Young
tableau A ∈ E of shape λ and a permutation τ = (τ1, . . . , τℓ(λ)) ∈ Sλ we define the
row permuted Young tableau Aτ ∈ E to be the tableau with entries

Aτ (k, l) := A(k, τk(l)), (5.3)

for all (k, l) ∈ λ . We can now define the vector ωA as follows. For any A ∈ E of
shape λ ∈ P let

ΘA :=
(
ΘA(1,1) · · ·ΘA(1,λ1)

)(
ΘA(2,1) · · ·ΘA(2,λ2)

)
· · ·
(
ΘA(ℓ(λ),1) · · ·ΘA(ℓ(λ),λℓ(λ))

)
∈ A(Θ)

(5.4)
and

ωA :=
1

A!

∑
τ∈Sλ

ΘAτ (1) ∈ P , (5.5)

where A! is the following factorial

A! := λ1! · · ·λℓ(λ)!
m∏
i=1

ℓ(λ)∏
k=1

(
(λAi)k − (λAi−1)k

)
!. (5.6)

Here it is interesting to note that

(λAi)k − (λAi−1)k = #{ i ’s in the k ’th row of A }. (5.7)

We remark at this point that ωA ̸= 0 if and only if ℓ(λ′) ≤ p . This will appear
later as a direct consequence of Lemma 5.5. Keeping (4.6) in mind, this means that
we have defined the right number of non-zero vectors ωA , for A ∈ Y and ℓ(λ′

A) ≤ p ,
to form a basis for P . Of course, it still remains to prove linear independence, which
will take up the rest of this section.

From the definition it is clear that ωA is a weight vector in P of weight
µA − p

2
since hiωA = ((µA)i − p

2
)ωA , for all i ∈ {1, . . . ,m} . Consequently ωA is also

an eigenvector of the conformal energy operator J with eigenvalue −mp
2
+
∑m

i=1(µA)i .

As an example we calculate ωA , where

A =
1 1 3
2 2

, (5.8)
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in which case

ωA =
1

3!2!1!2!2!

(
2!2!Θ 1 1 3

2 2

+ 2!2!Θ 1 3 1

2 2

+ 2!2!Θ 3 1 1

2 2

)
=

1

12

(
Θ2

1Θ3Θ
2
2 +Θ1Θ3Θ1Θ

2
2 +Θ3Θ

2
1Θ

2
2

)
.

(5.9)

Expanding ωA into terms of the form θγeη is at this moment very tedious and
computationally heavy. In Section 5.3 we will see that Lemma 5.6 makes such
calculations much more manageable, as can be seen in the example in equation
(5.35).

5.2. The leading monomial of ωA and proof of basis

For the remainder of this section we will focus our attention on vectors ωA corre-
sponding to s.s. Young tableaux A ∈ Y with ℓ(λ′

A) ≤ p . Recall from Section 2 that
the monomials θγeη , for γ ∈ Mmp(Z2) and η ∈ Zp

2 , form a basis for the module B .
This allows us to make the following expansion

ωA =
∑
γ,η

⟨θγeη, ωA⟩θγeη, (5.10)

for all A ∈ Y with ℓ(λ′
A) ≤ p .

Each s.s. Young tableau A ∈ Y with ℓ(λ′
A) ≤ p can be identified with the

matrix γA ∈ Mmp(Z2) whose entries are given as follows

(γA)ij := #{ i ’s in the j ’th column of A }, (5.11)

for all i ∈ {1, . . . ,m} and j ∈ {1, . . . , p} . Using this we define the leading monomial
of ωA to be θγAeλ

′
A . As an exponent of eλ

′
A , λ′

A is considered modulo 2, that is
as an element of Zp

2 . This is possible due to the relation (2.5). As an example,
consider the tableau A from (5.8) and assume that p = 3. Then λ′

A = (2, 2, 1) and
eλ

′
A = e21e

2
2e3 = e3 .

The following result tells us that the leading monomials ‘respect’ the ordering
of Y defined in Section 2.3 and that they always appear with coefficient 1 in the
expansion (5.10) of their respective vectors. To state the result we let ηγ , for
γ ∈ Mmp(Z2), denote the column sum of γ , that is

ηγ =

(
m∑
i=1

γi1, . . . ,
m∑
i=1

γip

)
. (5.12)

Proposition 5.1. Suppose A ∈ Y with ℓ(λ′
A) ≤ p, then

ωA =
∑

γ∈Mmp(Z2)

⟨θγeηγ , ωA⟩θγeηγ . (5.13)

Additionally, if B ∈ Y with ℓ(λ′
B) ≤ p and A < B , then〈

θγAeλ
′
A , ωA

〉
= 1 and

〈
θγAeλ

′
A , ωB

〉
= 0. (5.14)
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Proof. Proving this result is a rather technical endeavor, which relies on combina-
torial properties of row distinct and A-restricted Young tableaux, and their relation
to the vectors ωA . The proof of this proposition is postponed until Section 5.4, be-
fore which row distinct and A-restricted Young tableaux will be defined and treated
in detail in Section 5.3.

As a consequence of Proposition 5.1 we get linear independence of the ωA .

Corollary 5.2. The vectors ωA , for A ∈ Y with ℓ(λ′
A) ≤ p, are linearly indepen-

dent.

Theorem 5.3. The so(2m+ 1)-module P has a basis{
ωA : A ∈ Y, ℓ(λ′

A) ≤ p
}
, (5.15)

consisting of weight vectors. The weight of ωA is µA − p
2
∈ Nm

0 .

Proof. Using the relations (3.1) it is clear that hiωA = ((µA)i − p
2
)ωA , for all

i ∈ {1, . . . ,m} . Thus the weight of ωA is µA − p
2
. Together (4.6) and Corollary 5.2

then imply that the weight space Pµ− p
2
has the basis{

ωA : A ∈ Y, ℓ(λ′
A) ≤ p, µA = µ

}
, (5.16)

for all µ ∈ Nm
0 . Taking the union of the bases for each weight space then yields the

desired basis for P .

In Section 4 we mentioned that the basis for the module P obtained in
Theorem 5.3 automatically translates to bases, in the vector space sense, of the
unital associative algebras A(Θ) and A(D) generated respectively by the operators
Θ1, . . . ,Θm and D1, . . . , Dm acting on B . For any A ∈ E let

DA :=
(
DA(ℓ(λ),λℓ(λ)) · · ·DA(ℓ(λ),1)

)
· · ·
(
DA(2,λ2) · · ·DA(2,1)

)(
DA(1,λ1) · · ·DA(1,1)

)
(5.17)

and note that (ΘA)
∗ = DA , for all A ∈ E . We then get the following corollary to

Theorem 5.3.

Corollary 5.4. As vector spaces A(Θ) and A(D) have bases ∑
τ∈SλA

ΘAτ : A ∈ Y, ℓ(λ′
A) ≤ p

 and

 ∑
τ∈SλA

DAτ : A ∈ Y, ℓ(λ′
A) ≤ p

 (5.18)

respectively.

5.3. Row distinct and A-restricted Young tableaux

In order to prove Proposition 5.1 we need to know more about how ωA expands into
a linear combination of monomial terms θγeη . To do so we introduce the notions of
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row distinct and A-restricted Young tableaux which nicely index the contributions
relevant to calculate the coefficients in (5.13).

We call a Young tableau A row distinct (r.d.) if all entries of each row are
distinct, that is, if A(k, l) ̸= A(k, l′) for (k, l), (k, l′) ∈ λA with l ̸= l′ . We denote the
set of row distinct Young tableaux with entries in {1, . . . , p} by T . As an example
consider for p = 4 the following two examples of r.d. Young tableaux of shape
(4, 3, 2).

1 4 3 2
1 2 3
3 1

∈ T and
1 4 2 3
2 1 4
3 4

∈ T. (5.19)

We emphasize here that whereas the tableaux in Y and E have entries in {1, . . . ,m} ,
the tableaux in T have entries in {1, . . . , p} .

Given a s.s. Young tableau A ∈ Y and a r.d. Young tableau C ∈ T , both of
shape λ , we define the following monomials in Λ[Cmp] and Cℓp . Let

θAC :=
→∏

k=1,...,ℓ(λ)

(
θA(k,1),C(k,1) · · · θA(k,λk),C(k,λk)

)
∈ Λ[Cmp] (5.20)

and

eC :=
→∏

k=1,...,ℓ(λ)

(
eC(k,1) · · · eC(k,λk)

)
∈ Cℓp, (5.21)

where the arrow refers to the order in which the terms are multiplied (k = 1 is
leftmost and k = ℓ(λ) is rightmost). As examples of such monomials consider the
case m = 4, p = 4,

A =
1 2 2
2 3 4

∈ Y and C =
3 4 1
2 1 4

∈ T. (5.22)

The monomials, defined in (5.20) and (5.21), then take the form

θAC = θ13θ24θ21θ22θ31θ44 = −θ21θ31θ22θ13θ24θ44 (5.23)

and

eC = e3e4e1e2e1e4 = −e2e3. (5.24)

These definitions lead us to the following explicit expansion of ωA in terms of
monomials θACeC .

Lemma 5.5. For all A ∈ Y of shape λ with ℓ(λ′) ≤ p, we have

ωA =
λ1! · · ·λℓ(λ)!

A!

∑
C∈T, λC=λ

θACeC . (5.25)
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Proof. We make the following calculation based on (5.5).

ωA =
1

A!

→∏
k=1,...,ℓ(λ)

∑
σ∈Sλk

ΘA(k,σ(1)) · · ·ΘA(k,σ(λk))


=

λ1! · · ·λℓ(λ)!

A!

→∏
k=1,...,ℓ(λ)

(∑ ′
θA(k,1),α1 · · · θA(k,λk),αλk

eα1 · · · eαλk

)

=
λ1! · · ·λℓ(λ)!

A!

∑
C∈T, λC=λ

 →∏
k=1,...,ℓ(λ)

(
θA(k,1),C(k,1) · · · θA(k,λk),C(k,λk)eC(k,1) · · · eC(k,λk)

)
=

λ1! · · ·λℓ(λ)!

A!

∑
C∈T, λC=λ

θACeC ,

where
∑′ means that we are summing over elements α1, . . . , αk ∈ {1, . . . , p} for

which αi ̸= αj when i ̸= j .

Continuing the example started before Lemma 5.5, we illustrate that some of
the terms in the expansion (5.25) equal zero and some are identical. Specifically, if

C =
3 4 1
2 1 4

∈ T, C ′ =
3 4 2
2 1 4

∈ T and C ′′ =
3 1 4
2 1 4

∈ T, (5.26)

then

θAC′ = θ13θ24θ22θ22θ31θ44 = 0, (5.27)

since θ222 = 0, and

θAC′′eC′′ = θACeC . (5.28)

To get an expansion of ωA that takes these observations into account we
define, for A ∈ Y , the notion of A-restricted Young tableaux.

Given a r.d. Young tableau C ∈ T of shape λA , we say that C is A-restricted
if any two entries in C are distinct whenever the corresponding entries in A are
equal, and if any two entries on the same row of C are distinct and increasing from
left to right whenever the corresponding entries in A are equal. These conditions
can be written rigorously in the following manner.

C(k, l) ̸= C(k′, l′), (5.29)

for all (k, l), (k′, l′) ∈ λA with (k, l) ̸= (k′, l′) and A(k, l) = A(k′, l′); and

C(k, l) < C(k, l′), (5.30)

for all (k, l), (k, l′) ∈ λA with l < l′ and A(k, l) = A(k, l′). We denote the set of
A-restricted Young tableaux by TA . Note as an example that of the tableaux C , C ′

and C ′′ , defined in (5.22) and (5.26), only C ′′ is A-restricted with respect to the A
defined in (5.22).
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Lemma 5.6. For all A ∈ Y with ℓ(λ′
A) ≤ p, we have

ωA =
∑
C∈TA

θACeC . (5.31)

In addition θACeC ̸= 0, for all C ∈ TA .

Proof. To get this expansion we start from (5.25). Given C ∈ T with λA = λC

it is clear that θACeC = 0 if and only if there exists (k, l), (k′, l′) ∈ λA such that
(k, l) ̸= (k′, l′), A(k, l) = A(k′, l′) and C(k, l) = C(k′, l′).

To get the identity (5.31) we recall from the proof of Lemma 5.6 that

ωA =
λ1! · · ·λℓ(λ)!

A!

→∏
k=1,...,ℓ(λ)

(∑ ′
θA(k,1),α1 · · · θA(k,λk),αλk

eα1 · · · eαλk

)
.

Noting furthermore that

θi,α1 · · · θi,αj
eα1 · · · eαj

= θi,ασ(1)
· · · θi,ασ(j)

eασ(1)
· · · eασ(j)

, (5.32)

for all i ∈ {1, . . . ,m} , α1, . . . , αj ∈ {1, . . . , p} and σ ∈ Sj , and recalling (5.7) we
can write

ωA =
→∏

k=1,...,ℓ(λ)

(∑ ′′
θA(k,1),α1 · · · θA(k,λk),αλk

eα1 · · · eαλk

)

=
∑
C∈TA

 →∏
k=1,...,ℓ(λ)

(
θA(k,1),C(k,1) · · · θA(k,λk),C(k,λk)eC(k,1) · · · eC(k,λk)

)
=
∑
C∈TA

θACeC ,

where
∑′′ means that we are summing over elements α1, . . . , αk ∈ {1, . . . , p} for

which αi ̸= αj when i ̸= j , and αi < αj when i < j and A(k, i) = A(k, j).

To illustrate the use of Lemma 5.6 we continue the example of equation (5.9)
in the case p = 3. Here

A =
1 1 3
2 2

. (5.33)

We first note that TA contains 9 elements:

TA =
{

1 2 3

1 2
, 1 2 3

1 3
, 1 2 3

2 3
, 1 3 2

1 2
, 1 3 2

1 3
, 1 3 2

2 3
, 2 3 1

1 2
, 2 3 1

1 3
, 2 3 1

2 3

}
. (5.34)
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Using Lemma 5.6 we can then calculate the expansion of ωA into monomials θγeη .

ωA = θ( 1 1 3
2 2

, 1 2 3
1 2

)e 1 2 3
1 2

+ θ( 1 1 3
2 2

, 1 2 3
1 3

)e 1 2 3
1 3

+ θ( 1 1 3
2 2

, 1 2 3
2 3

)e 1 2 3
2 3

+ θ( 1 1 3
2 2

, 1 3 2
1 2

)e 1 3 2
1 2

+ θ( 1 1 3
2 2

, 1 3 2
1 3

)e 1 3 2
1 3

+ θ( 1 1 3
2 2

, 1 3 2
2 3

)e 1 3 2
2 3

+ θ( 1 1 3
2 2

, 2 3 1
1 2

)e 2 3 1
1 2

+ θ( 1 1 3
2 2

, 2 3 1
1 3

)e 2 3 1
1 3

+ θ( 1 1 3
2 2

, 2 3 1
2 3

)e 2 3 1
2 3

= θ11θ21θ12θ22θ33e3 − θ11θ21θ12θ23θ33e2 − θ11θ12θ22θ23θ33e1 − θ11θ21θ22θ32θ13e3

+ θ11θ21θ32θ13θ23e2 − θ11θ22θ32θ13θ23e1 − θ21θ31θ12θ22θ13e3 − θ21θ31θ12θ13θ23e2

+ θ31θ12θ22θ13θ23e1.
(5.35)

To use Lemma 5.6 in the proof of Proposition 5.1 it is necessary to identify
the leading monomial θγAeλ

′
A with a term of the form θACeC with C ∈ TA . To do

so we let Dλ , for λ ∈ P , denote the Young tableau of shape λ which has 1’s in
all entries of the first column, 2’s in all entries of the second column and l ’s in all
entries of the l ’th column. That is

Dλ(k, l) := l, (5.36)

for all (k, l) ∈ λ . From this definition it follows that if A ∈ Y is a s.s. Young tableau
of shape λ with ℓ(λ′) ≤ p , then Dλ is an A-restricted Young tableau in TA and

θADλ
eDλ

= θγAeλ
′
A . (5.37)

To illustrate the tableau Dλ and its relation to the leading monomial we
continue the example of equation (5.35). Let p = 3, m = 3 and

A =
1 1 3
2 2

. (5.38)

We write λ = λA . The shape of A is then λ = (3, 2, 0) which means that

Dλ =
1 2 3
1 2

. (5.39)

From this we get

θADλ
eDλ

= θ11θ12θ33θ21θ22e1e2e3e1e2 = θ11θ21θ12θ22θ33e3. (5.40)

Note in addition that λ′ = (2, 2, 1) and that

γA =

1 1 0
1 1 0
0 0 1

 . (5.41)

The leading monomial of A can then be calculated

θγAeλ
′
= θ111θ

1
21θ

0
31θ

1
12θ

1
22θ

0
32θ

0
13θ

0
23θ33e

2
1e

2
2e3 = θ11θ21θ12θ22θ33e3. (5.42)

Comparing (5.40) and (5.42) we get θADλ
eDλ

= θγAeλ
′
. In (5.35) we calculated the

monomial expansion of ωA . In accordance with Proposition 5.1 the leading term
appears in that expansion with coefficient 1.
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5.4. Proof of Proposition 5.1

Proof. Throughout this proof we let A ∈ Y be a s.s. Young tableau, with
ℓ(λ′

A) ≤ p . For ease of notation we write Dλ = DλA
. We begin by noting that

for any C ∈ TA there exists a unique γ ∈ Mmp(Z2) such that θACeC = ±θγeηγ ,
where the use of ± means that θACeC = εθγeηγ , for some ε ∈ {±1} . Together with
(5.10) this implies the first statement of Proposition 5.1, namely that

ωA =
∑

γ∈Mmp(Z2)

⟨θγeηγ , ωA⟩θγeηγ . (5.43)

We now turn to proving that
〈
θγAeλ

′
A , ωA

〉
= 1. Since θADλ

eDλ
= θγAeλ

′
A ,

it follows from Lemma 5.6 that we can prove this by showing that if θACeC =
±θADλ

eDλ
, for some C ∈ TA , then C = Dλ . So suppose we have such a tableau C .

Then
θADλ

= ±θAC . (5.44)

Using (5.20) and (5.36) we can write

θAC = ±
∏

(k,l)∈λ

θA(k,l),C(k,l) and θADλ
= ±

∏
(k,l)∈λ

θA(k,l),l. (5.45)

Let n = (λA1)1 . Then by using (5.44) and (5.45) to compare the terms for which
A(k, l) = 1, that is those for which (k, l) ∈ λA1 = {(1, 1), . . . , (1, n)} , we get the
following identity:

θ1,C(1,1) · · · θ1,C(1,n) = ±θ1,1 · · · θ1,n. (5.46)

By assumption C is an A-restricted Young tableau, which means that C(1, 1) <
· · · < C(1, n) and thus C(1, l) = l = Dλ(1, l), for l ∈ {1, . . . , n} . In other words, C
and Dλ agree on all coordinates of λA1 .

Now suppose by induction that C(k, l) = Dλ(k, l), for all (k, l) ∈ λAt , that is
for all (k, l) ∈ λ with A(k, l) ≤ t . Since C is an A-restricted Young tableau, this
implies that

(λAt)k < C(k, (λAt)k + 1) < · · · < C(k, (λAt+1)k), (5.47)

for all k ∈ {1, . . . , t+1} . By using (5.44) and (5.45) to compare the terms for which
A(k, l) = t+ 1, that is those corresponding to the coordinates in{

(k, l) : 1 ≤ k ≤ t+ 1 and (λAt)k + 1 ≤ l ≤ (λAt+1)k
}
, (5.48)

we get the following identity

t+1∏
k=1

θt+1,C(k,(λAt )k+1) · · · θt+1,C(k,(λAt+1 )k) = ±
t+1∏
k=1

θt+1,(λAt )k+1 · · · θt+1,(λAt+1 )k . (5.49)

By definition A is a s.s. Young tableau. This means in particular that

(λAt+1)k+1 ≤ (λAt)k ≤ (λAt+1)k, (5.50)

for all k ∈ {1, . . . , t} . With this in mind, the only way both (5.47) and (5.49)
can be true is if C(k, l) = l = Dλ(k, l), for all k ∈ {1, . . . , t + 1} and l ∈



18 Bisbo, De Bie and Van der Jeugt

{(λAt)k + 1, . . . , (λAt+1)k} , that is for all (k, l) with A(k, l) = t+ 1. By assumption
we already know that C and Dλ agree on the coordinates of λAt , so we can conclude
that they also agree on the coordinates of λAt+1 . This concludes the proof of the
induction step, meaning that C = Dλ . From this we get

〈
θγAeλ

′
A , ωA

〉
= 1.

We now turn to proving that
〈
θγAeλ

′
A , ωB

〉
= 0, for all B ∈ Y with ℓ(λ′

B) ≤ p
and A < B . Let C ∈ TB . Then there exists γ ∈ Mmp(Z2) such that θBCeC =
±θγeηγ . Specifically,

γij = #
{
(k, l) ∈ λ : B(k, l) = i, C(k, l) = j

}
, (5.51)

for all i ∈ {1, . . . ,m} and j ∈ {1, . . . , p} . Note that

µA =

(
p∑

j=1

(γA)1j, . . . ,

p∑
j=1

(γA)mj

)
and µB =

(
p∑

j=1

γ1j, . . . ,

p∑
j=1

γmj

)
. (5.52)

It then follows that γA ̸= γ and ⟨θγAeλ′
A , θBCeC⟩ = ⟨θγAeλ′

A ,±θγeηγ⟩ = 0 if µA ̸= µB .
Using Lemma 5.6 we can thus conclude that

〈
θγAeλ

′
A , ωB

〉
= 0 if µA ̸= µB . If on

the other hand µA = µB , then the assumption that A < B implies that there exists
s ∈ {1, . . . ,m} such that

λAi = λBi and λAs < λBs , (5.53)

for all i < s , or equivalent that

λ′
Ai = λ′

Bi and λ′
As > λ′

Bs , (5.54)

for all i < s . The statement λ′
As > λ′

Bs implies that there exists t ∈ {1, . . . , ℓ(λAs)}
such that

(λ′
As)j = (λ′

Bs)j and (λ′
As)t > (λ′

Bs)t, (5.55)

for all j < t . With this we can make the following calculation

s∑
i=1

t∑
j=1

γij = #
{
(k, l) ∈ λ : 1 ≤ B(k, l) ≤ s, 1 ≤ C(k, l) ≤ t

}
≤

t∑
j=1

(λ′
Bs)j

<
t∑

j=1

(λ′
As)j =

s∑
i=1

t∑
j=1

(λ′
Ai)j − (λ′

Ai−1)j

=
s∑

i=1

t∑
j=1

(γA)ij,

(5.56)

where the first inequality comes from noting that C is B -restricted and thus row
distinct, and the last identity follows from the observation that

(γA)iα = #{ i ’s in the α ’th column of A } = (λ′
Ai)α − (λ′

Ai−1)α, (5.57)

for any i ∈ {1, . . . ,m} and α ∈ {1, . . . , p} . Presently the inequality (5.56) implies
that γ ̸= γA , which tells us that〈

θγAeλ
′
A , θBCeC

〉
= ±

〈
θγAeλ

′
A , θγeηγ

〉
= 0. (5.58)

By use of Lemma 5.6 it then follows that
〈
θγAeλ

′
A , ωB

〉
= 0, concluding the proof of

Proposition 5.1.



Bisbo, De Bie and Van der Jeugt 19

A. Graded Lexicographic ordering of Nm
0 and P

The graded lexicographic ordering of Nm
0 is a total ordering and is defined by the

following relation. Given µ, η ∈ Nm
0 we write µ < η if |µ| :=

∑m
i=1 µi < |η| :=∑m

i=1 ηi , or if |µ| = |η| and if µj < ηj , where j is the first index for which µ and
η differ. To illustrate this ordering, we present here the ordering of the elements in
µ ∈ N3

0 with |µ| ≤ 3.

(0, 0, 0) < (0, 0, 1) < (0, 1, 0) < (1, 0, 0) < (0, 0, 2) < (0, 1, 1) < (0, 2, 0) <

(1, 0, 1) < (1, 1, 0) < (2, 0, 0) < (0, 0, 3) < (0, 1, 2) < (0, 2, 1) < (0, 3, 0) <

(1, 0, 2) < (1, 1, 1) < (1, 2, 0) < (2, 0, 1) < (2, 1, 0) < (3, 0, 0).

(A.1)

The graded lexicographic ordering of P is a total ordering and is defined by the
following relation. Given λ, κ ∈ P we write λ < κ if |λ| :=

∑ℓ(λ)
i=1 λi < |κ| :=

∑ℓ(κ)
i=1 κi ,

or if |λ| = |κ| and if λj < κj , where j is the first index for which λ and κ differ. To
illustrate this ordering, we present here the ordering of the elements in λ ∈ P with
|λ| ≤ 4.

(0, 0, 0, 0) < (1, 0, 0, 0) < (1, 1, 0, 0) < (2, 0, 0, 0) < (1, 1, 1, 0) < (2, 1, 0, 0) <

(3, 0, 0, 0) < (1, 1, 1, 1) < (2, 1, 1, 0) < (2, 2, 0, 0) < (3, 1, 0, 0) < (4, 0, 0, 0).
(A.2)
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