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Abstract

Continuous-time Markov chains are mathematical models that are used to describe the state-
evolution of dynamical systems under stochastic uncertainty, and have found widespread applic-
ations in various fields. In order to make these models computationally tractable, they rely on
a number of assumptions that—as is well known—may not be realistic for the domain of ap-
plication; in particular, the ability to provide exact numerical parameter assessments, and the
applicability of time-homogeneity and the eponymous Markov property. In this work, we ex-
tend these models to imprecise continuous-time Markov chains (ICTMC’s), which are a robust
generalisation that relaxes these assumptions while remaining computationally tractable.

More technically, an ICTMC is a set of “precise” continuous-time finite-state stochastic
processes, and rather than computing expected values of functions, we seek to compute lower
expectations, which are tight lower bounds on the expectations that correspond to such a set of
“precise” models. Note that, in contrast to e.g. Bayesian methods, all the elements of such a
set are treated on equal grounds; we do not consider a distribution over this set. Together with
the conjugate notion of upper expectation, the bounds that we provide can then be intuitively
interpreted as providing best- and worst-case scenarios with respect to all the models in our set
of stochastic processes.

The first part of this paper develops a formalism for describing continuous-time finite-state
stochastic processes that does not require the aforementioned simplifying assumptions. Next,
this formalism is used to characterise ICTMC’s and to investigate their properties. The concept
of lower expectation is then given an alternative operator-theoretic characterisation, by means of
a lower transition operator, and the properties of this operator are investigated as well. Finally,
we use this lower transition operator to derive tractable algorithms (with polynomial runtime
complexity w.r.t. the maximum numerical error) for computing the lower expectation of func-
tions that depend on the state at any finite number of time points.

Keywords: Continuous-Time Markov Chain; Imprecise Probability; Model Uncer-
tainty; Lower and Upper Expectation; Lower Transition Operator
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1 Introduction

Continuous-time Markov chains are mathematical models that can describe the beha-
viour of dynamical systems under stochastic uncertainty. In particular, they describe
the stochastic evolution of such a system through a discrete state space and over a
continuous time-dimension. This class of models has found widespread applications
in various fields, including queueing theory [3, 9], mathematical finance [19, 38, 41],
epidemiology [18, 27, 30], system reliability analysis [8, 20, 48], and many others [51].

In order to model a problem by means of such a continuous-time Markov chain,
quite a lot of assumptions need to be satisfied. For example, it is common practice
to assume that the user is able to specify an exact value for all the parameters of the
model. A second important assumption is the Markov condition, which states that the
future behaviour of the system only depends on its current state, and not on its history.
Other examples are homogeneity, which assumes that the dynamics of the system are
independent of time, and some technical differentiability assumptions. As a result of
all these assumptions, continuous-time Markov chains can be described by means of
simple analytic expressions.

However, we would argue that in many cases, these assumptions are not realistic
and are grounded more in pragmatism than in informed consideration of the underlying
system. In those cases, despite the fact that such issues are to be expected in any
modelling task, we think that it is best to try and avoid these assumptions. Of course,
since they are typically imposed to obtain a tractable model, relaxing these assumptions
while maintaining a workable model is not straightforward. Nevertheless, as we will
see, this can be achieved by means of imprecise continuous-time Markov chains [42,
44] (ICTMC’s). These ICMTC’s are quite similar to continuous-time Markov chains:
they model the same type of dynamical systems, and they therefore have the same
fields of application. However, they do not impose the many simplifying assumptions
that are traditionally adopted, and are therefore far more robust. Notably, as we will
show in this work, these models allow us to relax these assumptions while remaining
computationally tractable.

The following provides a motivating toy example. It is clearly too simple to be of
any practical use, but it does allow us to illustrate the simplifying assumptions that are
usually adopted, and to provide a basic idea of how we intend to relax them.

Example 1.1. Consider a person periodically becoming sick, and recovering after
some time. If we want to model this behaviour using a continuous-time Markov chain
with a binary state space {healthy, sick}, we need to specify a rate parameter for
each of the two possible state-transitions: from healthy to sick, and from sick to
healthy. Loosely speaking, such a rate parameter characterises how quickly the cor-
responding state-transition happens. Technically, it specifies the derivative of a trans-
ition probability. For example, for the transition from healthy to sick, the corres-
ponding rate parameter is the derivative of P(Xs = sick |Xt = healthy) with respect
to s, for s = t, where P(Xs = sick |Xt = healthy) is the probability of a person be-
ing sick at time s, given that he or she is healthy at time t. Together with the initial
probabilities of a person being sick or healthy at time zero, these rate parameters
uniquely characterise a continuous-time Markov chain, which can then be used to an-
swer various probabilistic queries of interest. For instance, to compute the probability
that a person will be sick in ten days, given that he or she is healthy today.

In this example, the defining assumptions of a continuous-time Markov chain im-
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pose rather strict conditions on our model. First of all: it is necessary to provide exact
values—that is, point-estimates—for the initial probabilities and for the rate paramet-
ers. If these values are incorrect, this will affect the resulting conclusions. Secondly, in
order to be able to define the rate parameters, the transition probabilities of the model
need to be differentiable. Thirdly, the Markov assumption implies that for any time
points r < t < s,

P(Xs = sick |Xt = healthy,Xr = sick) = P(Xs = sick |Xt = healthy),

that is, once we know the person’s health state at time t, his or her probability of be-
ing sick at time s does not depend on whether he or she has ever been sick before
time t. If it is possible to develop immunity to the disease in question, then clearly,
such an assumption is not realistic. Also, it implies that the rate parameters can only
depend on the current state, and not on the previous ones. Fourthly, the rate parameters
are assumed to remain constant over time, which, for example, excludes the possibil-
ity of modelling seasonal variations. This fourth condition can easily be removed by
considering a continuous-time Markov chain that is not homogeneous. However, in
that case, the rate parameters become time-dependent, which requires us to specify (or
learn from data) even more point-estimates. Similarly, although a more complex model
would be able to account for history-dependence, for example by adding more states
to the model, this would vastly increase the computational complexity of working with
the model.

In the imprecise continuous-time Markov chains that we consider, these four condi-
tions are relaxed in the following way. First of all, instead of providing a point-estimate
for the initial probabilities and the rate parameters, we allow ourselves to specify a set
of values. For the purpose of this example, we can take these sets to be intervals. The
other three conditions are then dropped completely, provided that they remain compat-
ible with these intervals. For example, the rate parameters do not need to be constant,
but can vary in time in an arbitrary way, as long as they remain within their interval.
Similarly, the rate parameters are also allowed to depend on the history of the pro-
cess, that is, the value of the previous states. In fact, the rate parameters—as defined
above—do not even need to exist, since we do not require differentiability either. ♦

The idea of relaxing the defining assumptions of a continuous-time Markov chain
is not new. Various variations on it have been developed over the years. For example,
there are plenty of results to be found that deal with non-homogeneous continuous-
time Markov chains [36, 1, 28]. Dropping the Markov condition is less common, but
nevertheless definitely possible [24]. However, the approaches that drop this Markov
assumption will typically replace it by some other, weaker assumption, instead of drop-
ping it altogether.

A common property of all of these approaches is that they still require the para-
meters of the model to be specified exactly. Furthermore, since these models are
typically more complex, the number of parameters that needs to be specified is a lot
larger than before. Therefore, in practice, specifying such a generalised model is a
lot more difficult than specifying a normal, homogeneous continuous-time Markov
chain. In contrast, our approach does not introduce a large number of new parameters,
but simply considers imprecise versions of the existing parameters. In particular, we
provide constraints on the traditional parameters of a continuous-time Markov chain,
by requiring them to belong to some specified set of candidate parameters. In this
sense, our approach can be regarded as a type of sensitivity analysis on the parameters
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of a continuous-time Markov chain. However, instead of simply varying the paramet-
ers of a continuous-time Markov chain, as a more traditional sensitivity analysis would
do, we also consider what happens when these parameters are allowed to be time- and
history-dependent. Furthermore, a sensitivity analysis is typically interested in the ef-
fect of infinitesimal parameter variations, whereas we consider the effect of variations
within some freely chosen set of candidate parameters.

Our approach should also not be confused with Bayesian methods [26]. Although
these methods also consider parameter uncertainty, they model this uncertainty by
means of a prior distribution, thereby introducing even more (hyper)parameters. Fur-
thermore, when integrating out this prior, a Bayesian method ends up with a single ‘av-
eraged’ stochastic process. In contrast, our approach considers set-valued parameter
assessments, and does not provide a prior distribution over these sets. Every possible
combination of parameter values gives rise to a different process, and we treat all of
these processes on equal grounds, without averaging them out.

Among the many extensions of continuous-time Markov chains that are able to
deal with complex parameter variations, the ones that resemble our approach the most
are continuous-time Markov decision processes [22] and continuous-time controlled
Markov chains [23]. Similar to what we do, these models vary the parameters of a
continuous-time Markov chain, and allow these variations to depend on the history
of the process. However, their variations are more restrictive, because the parameters
are assumed to remain constant in between two transitions, whereas we allow them to
vary in more arbitrary ways. The most important difference with our approach though,
is that in these models, the parameter changes are not at all uncertain. In fact, the
parameters can be chosen freely, and the goal is to control the evolution of the process
in some optimal way, by tuning its parameters as the process evolves.

Having situated our topic within the related literature, let us now take a closer
look at what we actually mean by an imprecise continuous-time Markov chain. In
order to formalise this concept, we turn in this work to the field of imprecise probab-
ility [47, 43, 4]. The basic premise of this field is that, whenever it is impossible or
unrealistic to specify a single probabilistic model, say P, it is better to instead consider
a set of probabilistic models P , and to then draw conclusions that are robust with re-
spect to variations in this set. In the particular case of an imprecise continuous-time
Markov chain, P will be a set of stochastic processes. Some of these processes are
homogeneous continuous-time Markov chains. However, the majority of them are not.
As explained in Example 1.1, we also consider other, more general stochastic pro-
cesses, which are not required to be homogeneous, do not need to satisfy the Markov
condition, and do not even need to be differentiable.

From a practical point of view, once a probabilistic model has been formulated and
its parameters have been specified, one is typically interested in computing inferences,
such as the probability of some event, or the expectation of some function. For ex-
ample, as in Example 1.1, we might want to know the probability that a person will be
sick in ten days, given that he or she is healthy today. Similarly, for expectations, one
might for example like to know the expected utility of some financial strategy [41], the
expected time until some component in a system breaks down [8] or the expected speed
at which the clinical symptoms of a disease develop [18]. However, these inferences
might depend crucially on the estimated values of the model parameters, and on the
defining assumptions of the model. It is of interest, therefore, to study the robustness
of such inferences with respect to parameter changes and relaxations of the defining
assumptions of the model.

In our approach, we investigate this type of robustness as follows: we simply con-
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sider the probability or expectation of interest for each of the stochastic processes in
P , and then report the corresponding lower and upper bound. Intuitively, this can
be regarded as providing best- and worst-case scenarios with respect to all the models
in P . Of course, since the stochastic processes in P are not required to satisfy the
Markov condition, a naive optimisation method will be highly inefficient, and in most
cases not even possible. However, as we will see, it is possible to develop other, more
efficient methods for computing the lower and upper bounds that we are after. If the
lower and upper bounds that we obtain are similar, we can conclude that the corres-
ponding inference is robust with respect to the variations that are represented by P .
If the lower and upper bound are substantially different, then the inference is clearly
sensitive to these variations, and policy may then have to be adapted accordingly.

Readers that are familiar with the literature on imprecise continuous-time Markov
chains [42, 44] should recognise the main ideas behind the approach that we have just
described, but will also notice that our presentation differs from the one that is ad-
opted in References [42] and [44]. Indeed, the seminal work by Škulj [42], which
provided the first—and so far only—theoretical study of imprecise continuous-time
Markov chains, characterised these models by means of the conditional lower and up-
per expectations of functions that depend on a single time point. In particular, this work
defined such lower and upper expectations directly, through a generalisation of the
well-known differential equation characterisation of “normal” continuous-time Markov
chains. This approach allowed the author to focus on developing algorithms for solv-
ing this generalised differential equation, thereby yielding methods for the efficient
computation of lower and upper expectations of functions that depend on a single time
point. These results have since been successfully applied to conduct a robust analysis
of failure-rates and repair-times in power-grid networks [44].

However, due to its direct characterisation of lower and upper expectations, this pi-
oneering work left open a number of questions about which sets of stochastic processes
these quantities correspond to; for instance, the question of whether or not these sets
also include non-Markov processes. Furthermore, due to the focus on functions that
depend on a single time point, computational methods for more general functions do
not follow straightforwardly from this earlier work.

In contrast, we will in this present paper address these issues directly, by charac-
terising imprecise continuous-time Markov chains explicitly as sets of stochastic pro-
cesses. There are a number of advantages to working with such sets of processes. First
of all, it removes any ambiguity as to the elements of such a set, which allows us to
state exactly which assumptions the model robustifies against. Secondly, this approach
allows us to prove some properties of such a set’s corresponding lower and upper ex-
pectations which, in turn, allow us to derive tractable algorithms to compute lower and
upper expectations of functions that depend on any finite number of time points. Fi-
nally, our approach allows us to derive algorithms that, for the special case of functions
that depend on a single time point, improve upon the computational complexity of the
algorithm in Reference [42].

In summary then, our aims with the present paper are threefold. First of all, to solid-
ify the theoretical foundations of imprecise continuous-time Markov chains. Secondly,
to extend and generalise existing methods for computing the corresponding lower ex-
pectations and, as a particular case, upper expectations and lower and upper probabil-
ities. Thirdly, to provide analytical tools that can be used for future analysis of these
models, and for the development of new algorithms.

Our main contributions can be summarised as follows.
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1. We provide a unified framework for describing finite-state stochastic processes
in continuous time, using the formalism of full conditional probabilities. This
framework covers the full range of (non-)homogeneous, (non-)Markovian, and
(non-)differentiable stochastic processes.

2. We use this framework to formalise imprecise continuous-time Markov chains:
sets of stochastic processes that are in a specific sense consistent with user-
specified set-valued assessments of the parameters of a continuous-time Markov
chain. We conduct a thorough theoretical study of the properties of these sets of
processes, and of the lower expectations that correspond to them.

3. We introduce a lower transition operator for imprecise continuous-time Markov
chains, and show that this operator satisfies convenient algebraic properties such
as homogeneity, differentiability, and Markovian-like factorisation—even if the
underlying set of processes does not. Furthermore, and perhaps most import-
antly, we show that we can use this operator to compute lower expectations of
functions that depend on the state Xt at an arbitrary but finite number of time
points.

To be upfront, we would like to conclude this introduction with a cautionary remark
to practitioners: the main (computational) methods that we present do not enforce the
homogeneity and—in some cases also—the Markovian independence assumptions of a
traditional Markov chain, but allow these to be relaxed. Therefore, if one is convinced
that the (true) system that is being modelled does satisfy these properties, then it is in
general quite likely that the lower- and upper bounds that are reported by our method-
ology will be conservative. This is not to say that the methods that we present lead to
vacuous or non-informative conclusions—see, e.g., Reference [39] for a successful ap-
plication of our approach in telecommunication. However, tighter bounds—i.e. more
informative conclusions—might then be obtainable by methodologies that do enforce
these properties, provided of course that such methods are available and tractable. If
one is uncertain, however, about whether these properties hold for one’s system of in-
terest, then the methods that we present are exactly applicable, and the bounds that we
derive will be tight with respect to this uncertainty.

1.1 Finding Your Way Around in This Paper

Given the substantial length of this paper, we provide in this section some suggestions
as to what readers with various interests might wish to focus on. In principle, however,
the paper is written to be read in chronological order, and is organised as follows.

First, after we introduce our notation in Section 2 and discuss some basic mathem-
atical concepts that will be used throughout, Section 3 discusses some crucial algebraic
notions that will allow us to describe stochastic processes. Section 4 then goes on to
formally introduce stochastic processes and provides some powerful tools for describ-
ing their dynamics.

Next, once we have all our mathematical machinery in place, we shift the focus to
imprecise continuous-time Markov chains. We start in Section 5 by considering the
special case of—precise—continuous-time Markov chains and then, in Section 6, we
finally formalise the imprecise version that is the topic of this paper, and prove some
powerful theoretical properties of this model.

The next three sections discuss computational methods: Section 7 introduces a
lower transition operator for imprecise continuous-time Markov chains, and in Sec-
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tions 8 and 9, we use this operator to compute lower expectations of functions that
depend on the state at an arbitrary but finite number of time points.

The last two sections provide some additional context: Section 10 relates and com-
pares our results to previous work on imprecise continuous-time Markov chains, and
in Section 11, we conclude the paper and provide some ideas for future work.

Finally, the proofs of our results are gathered in an appendix, where they are organ-
ised by section and ordered by chronological appearance. This appendix also contains
some additional lemmas that may be of independent interest, a basic exposition of the
gambling interpretation for coherent conditional probabilities, and proofs for some of
the claims in our examples.

For readers with different interests, then, we recommend to focus on the following
parts of the paper. First, if one is interested in the full mathematical theory, we strongly
encourage the reader to go through the paper in chronological order. However, if one
has a more passing interest in the mathematical formalism, and is content with a more
conceptual understanding of what we mean by an imprecise continuous-time Markov
chain, then he or she may wish to start in either Section 5 or 6. Finally, readers who are
mainly interested in how to compute lower expectations for ICTMC’s might want to
focus on Sections 8 and 9, referring back to Section 6.3—for details about the specific
types of ICTMC’s that we consider—and Section 7.2—for the requisite details about
lower transition rate operators.

Of course, skipping parts of the paper may introduce some ambiguity about the
meaning and definition of the many technical concepts that we refer to throughout. In
order to alleviate this as much as possible, Table 1 provides a short glossary of the most
important notation and terminology.

Symbol or term Explanation Page
u finite, ordered sequence of time points 9
U set of all finite, ordered sequences of time points 9
U<t set of all finite, ordered sequences of time points

before time t
9

U[t,s] set of all finite, ordered sequences of time points
that partition the time interval [t,s]

9

X finite state space of a stochastic process 9
Xu joint state space at time points u ∈U 9
L (X ) set of all functions f : X → R 9
L (Xu) set of all functions f : Xu→ R 9
‖·‖ maximum (L∞) norm of a function, operator, or

set of matrices
10

T transition matrix system: a family of transition
matrices satisfying certain properties

13

TQ exponential transition matrix system that
corresponds to the transition rate matrix Q

13

TP transition matrix system that corresponds to the
stochastic process P

23

T I restriction of the transition matrix system T to
the closed time interval I⊆ R≥0

14

⊗ concatenation operator for two restricted
transition matrix systems

14

well-behaved loosely speaking, this means “with bounded
rate-of-change”; see Definitions 3.4 and 4.4

13, 22
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Symbol or term Explanation Page
P set of all continuous-time stochastic processes 20
PW set of all well-behaved continuous-time

stochastic processes
22

PWM set of all well-behaved continuous-time Markov
chains

27

PWHM set of all well-behaved, homogeneous
continuous-time Markov chains

28

∂+T t
t,xu , ∂−T t

t,xu , ∂T t
t,xu outer partial derivatives of the transition matrix

of a stochastic process, for time t and history xu

25

R set of all transition rate matrices 11
Q set of transition rate matrices 30
M initial set of probability mass functions 30
PW

Q,M , PWM
Q,M , PWHM

Q,M three different types of ICTMC’s; also see
Definition 6.3 and PW, PWM and PWHM

31

EW
Q,M , EWM

Q,M , EWHM
Q,M lower expectation operators of the ICTMC’s

PW
Q,M , PWM

Q,M and PWHM
Q,M

33

Q lower transition rate operator 39
Ls

t lower transition operator from time point t to s,
corresponding to some given Q

43

T Q family of lower transition operators Ls
t

corresponding to some given Q
44

Tab. 1: Glossary table of important notation and terminology.

2 Preliminaries

We denote the reals as R, the non-negative reals as R≥0, the positive reals as R>0 and
the negative reals as R<0. For any c ∈ R, R≥c, R>c and R<c have a similar meaning.
The natural numbers are denoted by N, and we also define N0 :=N∪{0}. The rationals
will be denoted by Q.

Infinite sequences of quantities will be denoted {ai}i∈N, possibly with limit state-
ments of the form {ai}i∈N → c, which should be interpreted as limi→∞ ai = c. If the
elements of such a sequence belong to a space that is endowed with an ordering re-
lation, we may write {ai}i∈N → c+ or {ai}i∈N → c− if the limit is approached from
above or below, respectively.

When working with suprema and infima, we will sometimes use the shorthand
notation sup{·} < +∞ to mean that there exists a c ∈ R such that sup{·} < c, and
similarly for inf{·}>−∞.

For any set A and any subset C of A, we use IC to denote the indicator of C, defined
for all a∈ A by IC(a) = 1 if a∈C and IC(a) = 0, otherwise. If C is a singleton C = {c},
we may instead write Ic := I{c}.

2.1 Sequences of Time Points

We will make extensive use of finite sequences of time points. Such a sequence is
of the form u := t0, t1, . . . , tn, with n ∈ N0 and, for all i ∈ {0, . . . ,n}, ti ∈ R≥0. These
sequences are taken to be ordered, meaning that for all i, j ∈ {0, . . . ,n} with i < j,
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it holds that ti ≤ t j. Let U denote the set of all such finite sequences that are non-
degenerate, meaning that for all u ∈ U with u = t0, . . . , tn, it holds that ti 6= t j for all
i, j ∈ {0, . . . ,n} such that i 6= j. Note that this does not prohibit empty sequences. We
therefore also define U /0 := U \{ /0}.

For any finite sequence u of time points, let maxu := max{ti : i ∈ {0, . . . ,n}}. For
any time point t ∈ R≥0, we then write t > u if t > maxu, and similarly for other in-
equalities. If u = /0, then t > u is taken to be trivially true, regardless of the value of
t. We use U<t to denote the subset of U that consists of those sequences u ∈ U for
which u < t, and, again, similarly for other inequalities.

Since a sequence u ∈ U is a subset of R≥0, we can use set-theoretic notation to
operate on such sequences. The result of such operations is again taken to be ordered.
For example, for any u,v ∈ U , we use u∪ v to denote the ordered union of u and v.
Similarly, for any s ∈R≥0 and any u ∈U<s with u = t0, . . . , tn, we use u∪{s} to denote
the sequence t0, . . . , tn,s.

As a special case, we consider finite sequences of time points that partition a given
time interval [t,s], with t,s ∈ R≥0 such that t ≤ s. Such a sequence is taken to include
the end-points of this interval. Thus, the sequence is of the form t = t0 < t1 < · · · <
tn = s. We denote the set of all such sequences by U[t,s]. Since these sequences are
non-degenerate, it follows that U[t,t] consists of a single sequence u = t. For any u ∈
U[t,s] with u = t0, . . . , tn, we also define the sequential differences ∆i := ti− ti−1, for all
i ∈ {1, . . . ,n}. We then use σ(u) := max{∆i : i ∈ {1, . . . ,n}} to denote the maximum
such difference.

2.2 States and Functions

Throughout this work, we will consider some fixed finite state space X . A generic
element of this set is called a state and will be denoted by x. Without loss of generality,
we can assume the states to be ordered, and we can then identify X with the set
{1, . . . , |X |}, where |X | is the number of states in X .

We use L (X ) to denote the set of all real-valued functions on X . Because X
is finite, a function f ∈L (X ) can be interpreted as a vector in R|X |. Hence, we will
in the sequel use the terms ‘function’ and ‘vector’ interchangeably when referring to
elements of L (X ).

We will often find it convenient to explicitly indicate the time point t that is being
considered, in which case we write Xt := X to denote the state space at time t, and
xt to denote a state at time t. This notational trick also allows us to introduce some
notation for the joint state at (multiple) explicit time points. For any finite sequence of
time points u ∈U such that u = t0, . . . , tn, we use

Xu := ∏
t∈u

Xt

to denote the joint state space at the time points in u. A joint state xu ∈Xu is a tuple
(xt0 , . . . ,xtn)∈Xt0×·· ·×Xtn that specifies a state xtk for every time point tk in u. Note
that if u only contains a single time point t, then we simply have that Xu = X{t} =
Xt = X . If u = /0, then x /0 ∈X /0 is a “dummy” placeholder, which typically leads to
statements that are vacuously true. For any u ∈U /0, we use L (Xu) to denote the set of
all real-valued functions on Xu.
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2.3 Norms and Operators

For any u ∈U /0 and any f ∈L (Xu), let the norm ‖ f‖ be defined as

‖ f‖ := ‖ f‖
∞

:= max{| f (xu)| : xu ∈Xu} .

As a special case, we then have for any f ∈L (X ) that ‖ f‖= max{| f (x)| : x ∈X }.
Linear maps from L (X ) to L (X ) will play an important role in this work, and

will be represented by matrices. Because the state space X is fixed throughout, we
will always consider square, |X |× |X |, real-valued matrices.

As such, we will for the sake of brevity simply refer to them as ‘matrices’. If A is
such a matrix, we will index its elements as A(x,y) for all x,y∈X , where the indexing
is understood to be row-major. Furthermore, A(x, ·) will denote the x-th row of A, and
A(·,y) will denote its y-th column. The symbol I will be reserved throughout to refer
to the |X |× |X | identity matrix.

Because we will also be interested in non-linear maps, we consider as a more gen-
eral case operators that are non-negatively homogeneous. An operator A from L (X )
to L (X ) is non-negatively homogeneous if A(λ f ) = λ [A f ] for all f ∈L (X ) and
all λ ∈ R≥0. Note that this includes matrices as a special case.

For any non-negatively homogeneous operator A from L (X ) to L (X ), we con-
sider the induced operator norm

‖A‖ := sup{‖A f‖ : f ∈L (X ),‖ f‖= 1} . (1)

If A is a matrix, it is easily verified that then

‖A‖= max

{
∑

y∈X
|A(x,y)| : x ∈X

}
. (2)

Finally, for any set A of matrices, we define ‖A ‖ := sup{‖A‖ : A ∈A }.
These norms satisfy the following properties; Reference [13] provides a proof for

the non-trivial ones.

Proposition 2.1. For all f ,g ∈L (X ), all A,B from L (X ) to L (X ) that are non-
negatively homogeneous, all λ ∈ R and all x ∈X , we have that

N1: ‖ f‖ ≥ 0

N2: ‖ f‖= 0⇔ f = 0

N3: ‖ f +g‖ ≤ ‖ f‖+‖g‖

N4: ‖λ f‖= |λ |‖ f‖

N5: | f (x)| ≤ ‖ f‖

N6: ‖A‖ ≥ 0

N7: ‖A‖= 0⇔ A = 0

N8: ‖A+B‖ ≤ ‖A‖+‖B‖

N9: ‖λA‖= |λ |‖A‖

N10: ‖AB‖ ≤ ‖A‖‖B‖

N11: ‖A f‖ ≤ ‖A‖‖ f‖

3 Transition Matrix Systems

We provide in this section some definitions that will later be useful for characterising
continuous-time Markov chains. Because we have not yet formally introduced the
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concept of a continuous-time Markov chain, for now, the definitions below can be
taken to be purely algebraic constructs. Nevertheless, whenever possible, we will of
course attempt to provide them with some intuition.

For the purposes of this section, it suffices to say that a continuous-time Markov
chain is a process which at each time t is in some state x ∈X . As time elapses, the
process moves through the state space X in some stochastic fashion. We here define
tools with which this stochastic behaviour can be conveniently described.

3.1 Transition Matrices and Transition Rate Matrices

A transition matrix T is a matrix that is row-stochastic, meaning that, for each x ∈X ,
the row T (x, ·) is a probability mass function on X .

Definition 3.1 (Transition Matrix). A real-valued matrix T is said to be a transition
matrix if

T1: ∑y∈X T (x,y) = 1 for all x ∈X ;

T2: T (x,y)≥ 0 for all x,y ∈X .

We will use T to denote the set of all transition matrices.

Proposition 3.1. For any two transition matrices T1 and T2, their composition T1T2 is
also a transition matrix.

The interpretation in the context of Markov chains goes as follows. The elements
T (x,y) of a transition matrix T describe the probability of the Markov chain ending up
in state y at the next time point, given that it is currently in state x. In other words, the
row T (x, ·) contains the state-transition probabilities, conditional on currently being in
state x. We will make this connection more explicit when we formalise continuous-time
stochastic processes in Section 4.

For now, we note that in a continuous-time setting, this notion of “next” time point
is less obvious than in a discrete-time setting, because the state-transition probabilities
are then continuously dependent on the evolution of time. To capture this aspect, the
notion of transition rate matrices [33] is used.

Definition 3.2 (Transition Rate Matrix). A real-valued matrix Q is said to be a trans-
ition rate matrix, or sometimes simply rate matrix, if

R1: ∑y∈X Q(x,y) = 0 for all x ∈X ;

R2: Q(x,y)≥ 0 for all x,y ∈X such that x 6= y.

We use R to denote the set of all transition rate matrices.

The connection between transition matrices and rate matrices is perhaps best illus-
trated as follows. Suppose that at some time point t, we want to describe for any state
x the probability of ending up in state y at some time s ≥ t. Let T s

t denote the trans-
ition matrix that contains all these probabilities. Note first of all that it is reasonable to
assume that, if time does not evolve, then the system should not change. That is, if we
are in state x at time t, then the probability of still being in state x at time s = t, should
be one. Hence, we should have T t

t = I, with I the identity matrix.
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A rate matrix Q is then used to describe the transition matrix T t+∆
t after a small

period of time, ∆, has elapsed. Specifically, the scaled matrix ∆Q serves as a linear
approximation of the change from T t

t to T t+∆
t . The following proposition states that,

for small enough ∆, this linear change still results in a transition matrix.

Proposition 3.2. Consider any transition rate matrix Q ∈ R, and any ∆ ∈ R≥0 such
that ∆‖Q‖ ≤ 1. Then the matrix (I +∆Q) is a transition matrix.

This also explains the terminology used; a rate matrix describes the “rate of change”
of a (continuously) time-dependent transition matrix over a small period of time.

Of course, this notion can also be reversed; given a transition matrix T t+∆
t , what is

the change that it underwent compared to T t
t = I? The following proposition states that

such a change can always be described using a rate matrix.

Proposition 3.3. Consider any transition matrix T , and any ∆ ∈R>0. Then, the matrix
1/∆(T − I) is a transition rate matrix.

Note that Proposition 3.3 essentially states that the finite-difference 1/∆(T t+∆
t −T t

t )
is a rate matrix. Intuitively, if we now take the limit as this ∆ goes to zero, this states that
the derivative of a continuously time-dependent transition matrix is given by some rate
matrix Q∈R—assuming that this limit exists, of course. We will make this connection
more explicit in Section 4.

We next introduce a function that is often seen in the context of continuous-time
Markov chains: the matrix exponential [45] eQ∆ of Q∆, with Q a rate matrix and ∆ ∈
R≥0. There are various equivalent ways in which such a matrix exponential can be
defined. We refer to [45] for some examples, and will consider some specific definitions
later on in this work. For now, we restrict ourselves to stating the following well-known
result.

Proposition 3.4. [33, Theorem 2.1.2] Consider a rate matrix Q ∈R and any ∆ ∈R≥0.
Then eQ∆ is a transition matrix.

We conclude this section with some comments about sets of rate matrices. First,
note that the set of all rate matrices, R, is closed under finite sums and multiplication
with non-negative scalars. Consider now any set Q ⊆ R of rate matrices. Then Q
is said to be non-empty if Q 6= /0 and Q is said to be bounded if ‖Q‖ < +∞. The
following proposition provides a simple alternative characterisation of boundedness.

Proposition 3.5. A set of rate matrices Q ⊆R is bounded if and only if

inf{Q(x,x) : Q ∈Q}>−∞ for all x ∈X . (3)

3.2 Transition Matrix Systems that are Well-Behaved

In the previous section, we used the notation T s
t to refer to a transition matrix that

contains the probabilities of moving from a state at time t, to a state at time s. We now
consider families of these transition matrices. Such a family T specifies a transition
matrix T s

t for every t,s ∈ R≥0 such that t ≤ s.
We already explained in the previous section that it is reasonable to assume that

T t
t = I. If the transition matrices of a family T satisfy this property, and if they fur-

thermore satisfy the semi-group property—see Equation 4 below—we call this family
a transition matrix system. We will use T to refer to the set of all transition matrix
systems.



3 Transition Matrix Systems 13

Definition 3.3 (Transition Matrix System). A transition matrix system T is a family of
transition matrices T s

t , defined for all t,s ∈R≥0 with t ≤ s, such that for all t,r,s ∈R≥0
with t ≤ r ≤ s, it holds that

T s
t = T r

t T s
r , (4)

and for all t ∈ R≥0, T t
t = I.

It will turn out that there is a strong connection between transition matrix systems
and continuous-time Markov chains. We will return to this in Section 5.

In the previous section, we have seen that for any transition matrix T and any
∆ ∈ R>0, the matrix 1/∆(T − I) is a rate matrix, and therefore, in particular, that the
finite difference 1/∆(T t+∆

t − I) is a rate matrix. We here note that this is also the case
for the term 1/∆(T t

t−∆
− I) whenever (t−∆)≥ 0.

We now consider this property in the context of a transition matrix system T . For
all t ∈R≥0 and all ∆∈R>0, such a transition matrix system specifies a transition matrix
T t+∆

t and—if (t−∆) ≥ 0—a transition matrix T t
t−∆

. We now consider the behaviour
of these matrices for various values of ∆. In particular, we look what happens to these
finite differences if we take ∆ to be increasingly smaller.

For each ∆∈R>0, due to the property that we have just recalled, there will be a rate
matrix that corresponds to these finite differences. If the norm of these rate matrices
never diverges to +∞ as we take ∆ to zero, we call the family T well-behaved.

Definition 3.4 (Well-Behaved Transition Matrix System). A transition matrix system
T is called well-behaved if

(∀t ∈ R≥0) limsup
∆→0+

1
∆

∥∥∥T t+∆
t − I

∥∥∥<+∞ and (∀t ∈ R>0) limsup
∆→0+

1
∆

∥∥T t
t−∆− I

∥∥<+∞ .

(5)

Observe that this notion of well-behavedness does not imply differentiability; the
limit lim∆→0+ 1/∆(T t+∆

t − I) need not exist. Rather, it implies that the rate of change of
the transition matrices in T is bounded at all times. In this sense, this notion of well-
behavedness is similar to a kind of local Lipschitz continuity. The locality stems from
the fact that, although the rate of change must be bounded for each t, Equation (5)
does not impose that it must be uniformly bounded (at all t) by a single “Lipschitz
constant”. That said, we do not stress this connection any further, because we will
shortly consider a more involved notion of well-behavedness for which this connection
is less immediate; see Section 4.3.

We finally consider an important special type of transition matrix systems. We
have seen in the previous section that for any Q ∈ R and any ∆ ∈ R≥0, the matrix
exponential eQ∆ is a transition matrix. We here consider for any Q ∈R the family TQ
that is generated by such transition matrices.

Definition 3.5. For any rate matrix Q∈R, we use TQ to denote the family of transition
matrices that is defined by

T s
t = eQ(s−t) for all t,s ∈ R≥0 such that t ≤ s.

We call this family TQ the exponential transition matrix system corresponding to Q.

Proposition 3.6. For any Q ∈R, TQ is a well-behaved transition matrix system.

This exponential transition matrix system corresponding to a Q ∈R will turn out
to play a large role in the context of continuous-time Markov chains. We return to this
in Section 5.
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3.3 Restricted Transition Matrix Systems

We finally consider yet another construct that will be useful later: the restriction of a
transition matrix system T to a closed interval I in the time-line R≥0.

By a closed interval I, we here mean a non-empty closed subset I ⊆ R≥0 that is
connected, in the sense that for any t,s ∈ I such that t ≤ s, and any r ∈ [t,s], it holds
that r ∈ I. Note that for any c ∈ R≥0, [c,+∞) is such a closed interval.

For any transition matrix system T and any such closed interval I ⊆ R≥0, we use
T I to denote the restriction of T to I. Such a restriction is a family of transition
matrices T s

t that is defined for all t,s ∈ I such that t ≤ s. We call such a family T I

a restricted transition matrix system on I. The set of all restricted transition matrix
systems on I is denoted by T I.

Proposition 3.7. Consider any closed interval I ⊆ R≥0, and let T I be a family of
transition matrices T s

t that is defined for all t,s ∈ I with t ≤ s. Then T I is a restricted
transition matrix system on I if and only if, for all t,r,s ∈ I with t ≤ r ≤ s, it holds that
T s

t = T r
t T s

r and T t
t = I.

We call a restricted transition matrix system T I well-behaved if it is the restriction
to I of a well-behaved transition matrix system.

Proposition 3.8. Consider any closed interval I ⊆ R≥0, and let T I be a restricted
transition matrix system on I. Then T I is well-behaved if and only if

(∀t ∈ I+) limsup
∆→0+

1
∆

∥∥∥T t+∆
t − I

∥∥∥<+∞ and (∀t ∈ I−) limsup
∆→0+

1
∆

∥∥T t
t−∆− I

∥∥<+∞ , (6)

where I+ := I\{supI} and I− := I\{minI}.

Now, because these restricted transition matrix systems are only defined on some
given closed interval, it will be useful to define a concatenation operator between two
such systems.

Definition 3.6 (Concatenation Operator). For any two closed intervals I,J⊆R≥0 such
that maxI = minJ, and any two restricted transition matrix systems T I and T J, the
concatenation of T I and T J is denoted by T I⊗T J, and defined as the family of
transition matrices T s

t that is given by

T s
t :=


iT s

t if t,s ∈ I
jT s

t if t,s ∈ J
iT r

t
jT s

r if t ∈ I and s ∈ J
for all t,s ∈ I∪J such that t ≤ s,

where r := maxI = minJ, and iT s
t and jT s

t denote the transition matrices corresponding
to T I and T J, respectively.

Proposition 3.9. Consider two closed intervals I,J ⊆ R≥0 such that maxI = minJ,
and any two restricted transition matrix systems T I and T J. Then their concatenation
T I∪J :=T I⊗T J is a restricted transition matrix system on I∪J. Furthermore, if both
T I and T J are well behaved, then T I∪J is also well-behaved.

Example 3.1. Consider any two rate matrices Q1,Q2 ∈R such that Q1 6= Q2, and let
TQ1 and TQ2 be their exponential transition matrix systems, which, as we know from
Proposition 3.6, are well-behaved. Now choose any r ∈ R≥0 and define

T := T
[0,r]

Q1
⊗T

[r,+∞)
Q2

.
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It then follows from Proposition 3.9 that T is a well-behaved transition matrix sys-
tem. Furthermore, for any t,s ∈ R≥0 such that t ≤ r ≤ s, the transition matrix T s

t that
corresponds to T is given by T s

t = T r
t T s

r = eQ1(r−t)eQ2(s−r). ♦

We also introduce a metric d between restricted transition matrix systems that are
defined on the same interval I. For any two such restricted transition matrix systems
T I and S I, we let

d(T I,S I) := sup{‖T s
t −Ss

t ‖ : t,s ∈ I, t ≤ s} , (7)

where, for all t,s ∈ I, it is understood that T s
t corresponds to T I and Ss

t to S I. This
metric allows us to state the following result.

Proposition 3.10. Consider any interval I⊆R≥0 and let d be the metric that is defined
in Equation (7). The metric space (T I,d) is then complete.

Note that this result includes as a special case that the set T of all (unrestricted)
transition matrix systems is complete. The following example illustrates how this result
can be used.

Example 3.2. Consider some positive constant c∈R>0 and let {Qi}i∈N0 be a sequence
of rate matrices such that, for all i ∈ N, ‖Qi−Qi−1‖ ≤ c. We can then construct the
following sequence. For i = 0, we let T0 := TQ0 , and for all i ∈ N, we let

Ti := T
[0,δi]

Qi
⊗T

[δi,+∞)
i−1 (8)

where, for all i ∈ N0, δi := 2−i. The resulting sequence {Ti}i∈N0 is then clearly a
subset of T and, because of Proposition 3.6 and 3.9, every transition matrix system in
this sequence is well-behaved. Furthermore, as is proved in Appendix I, {Ti}i∈N0 is a
Cauchy sequence, which basically means that its elements become arbitrarily close to
each other as the sequence progresses.

The reason why this is of interest to us is because in a complete metric space, every
Cauchy sequence converges to a limit that belongs to the same space. Hence, since
{Ti}i∈N0 is Cauchy, Proposition 3.10 allows us to infer that {Ti}i∈N0 converges to a
limit T := limi→∞ Ti in T . ♦

As this example illustrates, Proposition 3.10 allows us to (a) establish the existence
of limits of sequences of (restricted) transition matrix systems and (b) prove that these
limits are restricted transition matrix systems themselves. In order to make this concept
of a limit of transition matrix systems less abstract, we now provide, for a particular
case of the sequence in Example 3.2, closed-form expressions for some of the transition
matrices that correspond to its limit.

Example 3.3. Let Q1,Q2 ∈ R be two commuting rate matrices. For example, let
Q1 ∈R be an arbitrary rate matrix and let Q2 := αQ1, with α ∈ R≥0.

Now let {Qi}i∈N0 be defined by Qi := Q1 if i is odd and Qi := Q2 if i is even, define
δi := 2−i for all i ∈ N0, and consider the corresponding sequence of transition matrix
systems {Ti}i∈N that was defined in Example 3.2. Since ‖Qi−Qi−1‖= ‖Q1−Q2‖ for
all i ∈ N, the sequence {Qi}i∈N0 clearly satisfies the conditions in Example 3.2—just
choose c = ‖Q1−Q2‖—and therefore, as we have seen, {Ti}i∈N converges to a limit
T := limi→∞ Ti in T .

As proved in Appendix I, it then holds that for any t ∈ (0,1], the transition matrix
from 0 to t that corresponds to the transition matrix system T is equal to
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T t
0 = eQ1ϕ1(t)+Q2ϕ2(t), (9)

with

ϕ1(t) :=

{
t− 2/3δi+1 if δi+1 ≤ t ≤ δi with i odd
2/3δi+1 if δi+1 ≤ t ≤ δi with i even

(10)

and

ϕ2(t) :=

{
2/3δi+1 if δi+1 ≤ t ≤ δi with i odd
t− 2/3δi+1 if δi+1 ≤ t ≤ δi with i even.

(11)

Furthermore, it can be shown that the transition matrix system T is well-behaved—
again, see Appendix I for a proof. ♦

The transition matrix system T in our previous example was well-behaved, and
was constructed as a limit of well-behaved transition matrix systems. Therefore, one
might think that the former is implied by the latter. However, as our next example
illustrates, this is not the case. A limit of well-behaved transition matrix systems need
not be well-behaved itself.

Example 3.4. Consider any rate matrix Q ∈R such that ‖Q‖ = 1 and, for all i ∈ N0,
define Qi := iQ and let Ti and δi be defined as in Example 3.2. Then since {Qi}i∈N0
satisfies the conditions of Example 3.2 with c = 1, the sequence {Ti}i∈N0 has a limit
T := limi→∞ Ti in T .

However, despite the fact that we know from Example 3.2 that each of the transition
matrix systems Ti, i ∈ N0, is well-behaved, the limit T itself is not well-behaved;
see Appendix I for a proof. ♦

4 Continuous-Time Stochastic Processes

We will in this section formalise the notion of a continuous-time stochastic process.
However, we do not adopt the classical—Kolmogorovian, measure-theoretic—setting,
but will instead be using the framework of full conditional probabilities. Our reasons
for doing so are the following.

First of all, our results on imprecise continuous-time Markov chains will be con-
cerned with events or functions that depend on an finite number of time points only.
Therefore, we do not require the use of typical measure-theoretic concepts such as σ -
algebras, σ -additivity, measurability, etcetera. Instead, we will impose only the bare
minimum of assumptions that are required for our results. The extra structural and
continuity assumptions that are typically imposed in a measure-theoretic setting are
regarded as optional.

Secondly, our approach does not suffer from some of the traditional issues with
probability zero. In standard settings, conditional probabilities are usually derived
from unconditional probabilities through Bayes’s rule, which makes them undefined
whenever the conditioning event has probability zero. Instead, we will regard condi-
tional probabilities as primitive concepts. As a result, we can do away with some of
the usual ‘almost surely’ statements and replace them with statements that are certain.

Finally, and most importantly, in our ‘imprecise’ setting, we will be working with a
set of stochastic processes rather than with a single stochastic process. In this context,
we will often need to prove that such a set contains a stochastic process that meets cer-
tain specific requirements. Full conditional probabilities provide a convenient frame-
work for constructing such existence proofs, through the notion of coherence.
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We start in Section 4.1 by introducing full conditional probabilities and explaining
their connection with coherence. In Section 4.2, we then use these concepts to form-
alise continuous-time stochastic processes. Section 4.3 describes a specific subclass
of stochastic processes, which we call well-behaved, and on which we will largely fo-
cus throughout this work. Finally, Section 4.4 provides some tools with which we can
describe the dynamics of stochastic processes.

4.1 Full and Coherent Conditional Probabilities

Consider a variable X that takes values ω in some non-empty—possibly infinite—
outcome space Ω. The actual value of X is taken to be uncertain, in the sense that
it is unknown. This uncertainty may arise because X is the outcome of a random
experiment that has yet to be conducted, but it can also simply be a consequence of
our lack of information about X . We call any subset E of Ω an event, we use E (Ω)
to denote the set of all such events, and we let E (Ω) /0 := E (Ω) \ { /0} be the set of all
non-empty events. A subject’s uncertainty about the value of X can then be described
by means of a full conditional probability [17].

Definition 4.1 (Full Conditional Probability). A full conditional probability P is a real-
valued map from E (Ω)×E (Ω) /0 to R that satisfies the following axioms. For all A,B∈
E (Ω) and all C,D ∈ E (Ω) /0:

F1: P(A|C)≥ 0;

F2: P(A|C) = 1 if C ⊆ A;

F3: P(A∪B|C) = P(A|C)+P(B|C) if A∩B = /0;

F4: P(A∩D|C) = P(A|D∩C)P(D|C) if D∩C 6= /0.

For any A ∈ E (Ω) and C ∈ E (Ω) /0, we call P(A|C) the probability of A conditional on
C. Also, for any A∈ E (Ω), we use the shorthand notation P(A) :=P(A|Ω) and then call
P(A) the probability of A. The following additional properties can easily be shown to
follow from F1–F3; see Appendix B for a proof. For all A ∈ E (Ω) and all C ∈ E (Ω) /0:

F5: 0≤ P(A|C)≤ 1;

F6: P(A|C) = P(A∩C|C);

F7: P( /0|C) = 0;

F8: P(Ω|C) = 1.

Basically, F1–F4 are just the standard rules of probability. However, there are four
rather subtle differences with the more traditional approach. The first difference is
that a full conditional probability takes conditional probabilities as its basic entities:
P(A|C) is well-defined even if P(C) = 0. The second difference, which is related to
the first, is that Bayes’s rule—F4—is stated in a multiplicative form; it is not regarded
as a definition of conditional probabilities, but rather as a property that connects con-
ditional probabilities to unconditional ones. The third difference is that we consider
all events, and do not restrict ourselves to some specific subset of events—such as a
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σ -algebra. The fourth difference, which is related to the third, is that we only require
finite additivity—F3—and do not impose σ -additivity.

The ‘full’ in full conditional probability refers to the fact that the domain of P is the
complete set E (Ω)×E (Ω) /0. At first sight, this might seem unimportant, and one might
be inclined to introduce a similar definition for functions P whose domain is some
subset C of E (Ω)×E (Ω) /0. However, unfortunately, as our next example illustrates,
such a definition would have the property that it does not guarantee the possibility of
extending the function to a larger domain C ∗, with C ⊆ C ∗ ⊆ E (Ω)×E (Ω) /0.

Example 4.1. Let Ω = {1,2,3,4,5,6} be the set of possible values for the throw of
a—possibly unfair—die and let C := {(Eo,Ω),(Ee,Ω)} ⊆ E (Ω)×E (Ω) /0, where the
events Eo = {1,3,5} and Ee = {2,4,6} correspond to an odd or even outcome of the
die throw, respectively. The map P : C → R that is defined by

P(Eo) := P(Eo|Ω) = 2/3 and P(Ee) := P(Ee|Ω) = 2/3

then satisfies F1-F4 on its domain. However, if we extend the domain by adding the
trivial couple (Ω,Ω), it becomes impossible to satisfy F1-F4, because F2 and F3 would
then require that

1 = P(Ω|Ω) = P(Eo|Ω)+P(Ee|Ω) = 2/3+ 2/3 = 4/3,

which is clearly a contradiction. ♦

In order to avoid the situation in this example, that is, in order to guarantee the
possibility of extending the domain of a conditional probability in a sensible way, we
use the concept of coherence [6, 16, 35, 49, 50].

Definition 4.2 (Coherent conditional probability). Let P be a real-valued map from
C ⊆ E (Ω)×E (Ω) /0 to R. Then P is said to be a coherent conditional probability on C
if, for all n ∈ N and every choice of (Ai,Ci) ∈ C and λi ∈ R, i ∈ {1, . . . ,n},1

max

{
n

∑
i=1

λiICi(ω)
(
P(Ai|Ci)− IAi(ω)

) ∣∣∣∣∣ ω ∈C0

}
≥ 0,

with C0 := ∪n
i=1Ci.

The interested reader is invited to take a look at Appendix H, where we provide this
abstract concept with an intuitive gambling interpretation. However, for our present
purposes, this interpretation is not required. Instead, our motivation for introducing
coherence stems from the following two results. First, if C = E (Ω)× E (Ω) /0, then
coherence is equivalent to the axioms of probability, that is, properties F1–F4.

Theorem 4.1. [35, Theorem 3] Let P be a real-valued map from E (Ω)× E (Ω) /0 to
R. Then P is a coherent conditional probability if and only if it is a full conditional
probability.

1 Many authors replace the maximum in this expression by a supremum, and also impose an additional
inequality, where the maximum—supremum—is replaced by a minimum—infimum—and where the in-
equality is reversed [7, 6, 35]. This is completely equivalent to our definition. First of all, if the maximum is
replaced by a supremum, then since n is finite and because, for every i ∈ {1, . . . ,n}, IAi and ICi can only take
two values—0 or 1—it follows that this supremum is taken over a finite set of real numbers, which implies
that it is actually a maximum. Secondly, replacing the maximum by a minimum and reversing the inequality
is equivalent to replacing the λi in our expression by their negation, which is clearly allowed because the
coefficients λi can take any arbitrary real value.
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Secondly, for coherent conditional probabilities on arbitrary domains, it is always
possible to extend their domain while preserving coherence.

Theorem 4.2. [35, Theorem 4] Let P be a coherent conditional probability on C ⊆
E (Ω)× E (Ω) /0. Then for any C ⊆ C ∗ ⊆ E (Ω)× E (Ω) /0, P can be extended to a
coherent conditional probability on C ∗.

In particular, it is therefore always possible to extend a coherent conditional prob-
ability P on C , to a coherent conditional probability on E (Ω)×E (Ω) /0. Due to The-
orem 4.1, this extension is a full conditional probability. The following makes this
explicit.

Corollary 4.3. Let P be a real-valued map from C ⊆ E (Ω)×E (Ω) /0 to R. Then P is
a coherent conditional probability if and only if it can be extended to a full conditional
probability.

Note, therefore, that if P is a coherent conditional probability on C , we can equival-
ently say that it is the restriction of a full conditional probability. Hence, any coherent
conditional probability on C is guaranteed to satisfy properties F1-F4. However, as was
essentially already illustrated in Example 4.1, and as our next example makes explicit,
the converse is not true.

Example 4.2. Let Ω, C , Eo, Ee and P : C → R be defined as in Example 4.1. Then
as we have seen in that example, P satisfies F1-F4 on its domain C . However, P
is not a coherent conditional probability on C , because if it was, then according to
Corollary 4.3, P could be extended to a full conditional probability. Since E (Ω)×
E (Ω) /0 includes (Ω,Ω), the argument at the end of Example 4.1 implies that this is
impossible. A similar conclusion can be reached by verifying Definition 4.2 directly;
we leave this as an exercise. ♦

4.2 Stochastic Processes as a Special Case

A (continuous-time) stochastic process is now simply a coherent conditional probab-
ility on a specific domain C SP, or equivalently, the restriction of a full conditional
probability to this domain C SP—see Definition 4.3. However, before we get to this
definition, let us first provide some intuition.

Basically, a continuous-time stochastic process describes the behaviour of a system
as it moves through the—finite—state space X over a continuous time line R≥0. A
single realisation of this movement is called a path or a trajectory. We are typically
uncertain about the specific path that will be followed, and a stochastic process quan-
tifies this uncertainty by means of a probabilistic model, which, in our case, will be a
coherent conditional probability. These ideas are formalised as follows.

A path ω is a function from R≥0 to X , and we denote with ω(t) the value of ω at
time t. For any sequence of time points u ∈ U and any path ω , we will write ω|u to
denote the restriction of ω to u ⊂ R≥0. Using this notation, we write for any xu ∈Xu
that ω|u = xu if, for all t ∈ u, it holds that ω(t) = xt .

The outcome space Ω of a stochastic process is a set of paths. Three commonly
considered choices are to let Ω be the set of all paths, the set of all right-continuous
paths [33], or the set of all cadlag paths (right-continuous paths with left-sided lim-
its) [37]. However, our results do not require such a specific choice. For the purposes
of this paper, all that we require is that

(∀u ∈U /0)(∀xu ∈Xu)(∃ω ∈Ω) ω|u = xu . (12)
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Thus, Ω must be chosen in such a way that, for any non-empty finite sequence of time
points u ∈U /0 and any state assignment xu ∈Xu on those time points, there is at least
one path ω ∈ Ω that agrees with xu on u. Essentially, this condition guarantees that Ω

is “large enough to be interesting”. It serves as a nice exercise to check that the three
specific sets Ω in the beginning of this paragraph each satisfy this condition.

For any set of events E ⊆ E (Ω), we use 〈E 〉 to denote the algebra that is generated
by them. That is, 〈E 〉 is the smallest subset of E (Ω) that contains all elements of E ,
and that is furthermore closed under complements in Ω and finite unions, and therefore
also under finite intersections. Furthermore, for any t ∈R≥0 and x ∈X , we define the
elementary event

(Xt = x) := {ω ∈Ω : ω(t) = x} ,

and, for any u ∈U , we let

Eu := {(Xt = x) : x ∈X , t ∈ u∪R>u}

be the set of elementary events whose time point is either preceded by or belongs to u,
and we let Au := 〈Eu〉 be the algebra that is generated by this set of elementary events.

Consider now any u ∈ U . Then on the one hand, for any A ∈Au, it clearly holds
that A ∈ E (Ω). On the other hand, for any xu ∈Xu, the event

(Xu = xu) := {ω ∈Ω : ω|u = xu}

belongs to E (Ω) /0, because it follows from Equation (12) that this event is non-empty.
Hence, for any A ∈Au and xu ∈Xu, we find that (A,Xu = xu) ∈ E (Ω)×E (Ω) /0. Since
this is true for every u ∈U , it follows that

C SP :=
{
(A,Xu = xu) : u ∈U , xu ∈Xu, A ∈Au

}
is a subset of E (Ω)×E (Ω) /0. It is also worth noting that if u = /0, then ω|u = xu is
vacuously true, which implies that in that case, (Xu = xu) = Ω.

That being said, we can now finally formalise our definition of a (continuous-time)
stochastic process.

Definition 4.3 (Stochastic Process). A stochastic process is a coherent conditional
probability on C SP. We denote the set of all stochastic processes by P.

Corollary 4.4. Let P be a real-valued map from C SP to R. Then P is a stochastic
process if and only if it is the restriction of a full conditional probability.

There are two reason why we restrict ourselves to the domain C SP. The most im-
portant reason is simply that all of the results in this paper can be expressed using only
this domain, because they are all concerned with events or functions that depend on a
finite number of time points. The second reason is that this restriction will allow us to
state uniqueness results that do not extend to larger domains; see for example Corol-
lary 5.3. However, it is important to realise that our restriction of the domain does not
impose any real limitations, because, as we know from Theorem 4.2, the domain of a
coherent conditional probability—and hence also a stochastic process—can always be
extended (although not uniquely). In fact, as briefly touched upon in the conclusions
of this paper, it is even possible to consider extensions that are σ -additive.

Finally, we would like to point out that it is also possible to use a different—
yet equivalent—definition for stochastic processes. Indeed, due to Corollary 4.4, a
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stochastic process can also be defined as the restriction of a full conditional probability
to C SP. Of course, given this realisation, one may then start to wonder why we have
gone through to the trouble of introducing coherence, because this alternative defini-
tion would not require any notion of coherence. The reason why we nevertheless need
coherence, is because it allows us to establish the existence of stochastic processes that
have certain properties, which will often be necessary in the proofs of our results.

For instance, by means of an example, suppose that we are given an arbitrary func-
tion p : R>0 → [0,1], and that we want to know if there is a stochastic process P for
which, for some x,y ∈X ,

P(Xt = y |X0 = x) = p(t) for all t ∈ R>0. (13)

If we had defined a stochastic process as the restriction of a full conditional probability
to C SP, without introducing coherence, then answering this question would have been
entirely non-trivial, because it would essentially require us to construct a full condi-
tional probability that coincides with p on the relevant part of its domain.

In contrast, as illustrated by the following example, the introduction of coherence
takes care of most of the heavy lifting in such an existence proof.

Example 4.3. Let X be a state space that contains at least two states, fix two—
possibly equal—states x,y∈X , and consider any function p :R>0→ [0,1]. The aim of
this example is to prove that there is a stochastic process P that satisfies Equation (13).

The crucial step of the proof is to consider a function P̃ that is defined by

P̃(Xt = y|X0 = x) := p(t) for all (Xt = y,X0 = x) ∈ C , (14)

and to prove that this function is a coherent conditional probability on

C := {(Xt = y,X0 = x) : t ∈ R>0} ,

or equivalently, that it satisfies Definition 4.2.
So consider any n ∈ N and, for all i ∈ {1, . . . ,n}, some (Xti = y,X0 = x) ∈ C and

λi ∈ R. According to Definition 4.2, we now have to show that

max

{
n

∑
i=1

λiIx(ω(0))
(
P̃(Xti = y|X0 = x)− Iy(ω(ti))

) ∣∣∣∣∣ ω ∈C0

}
≥ 0, (15)

with C0 :=
⋃n

i=1(X0 = x) = (X0 = x). While doing so, we can assume without loss of
generality that i 6= j implies ti 6= t j, because if ti = t j for some i 6= j, then we can simply
add the corresponding two summands in Equation (15).

Let z ∈X be any state such that z 6= y, let u := (0, t1, . . . , tn) ∈U , and let xu ∈Xu
be the unique state assignment such that x0 := x and

xti :=

{
y if λi < 0
z if λi ≥ 0

for all i ∈ {1, . . . ,n}.

Furthermore, let N<0 := {i ∈ {1, . . . ,n} : λi < 0} and N≥0 := {i ∈ {1, . . . ,n} : λi ≥ 0}.
Since n is finite, Equation (12) now guarantees that there is some ω ∈ Ω such that
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ω|u = xu. Evaluating the sum in Equation (15) using this ω , we find that

n

∑
i=1

λiIx(ω(0))
(
P̃(Xti = y|X0 = x)− Iy(ω(ti))

)
=

n

∑
i=1

λi
(
P̃(Xti = y|X0 = x)− Iy(ω(ti))

)
= ∑

i∈N<0

λi
(
P̃(Xti = y|X0 = x)−1

)
+ ∑

i∈N≥0

λiP̃(Xti = y|X0 = x)

≥ ∑
i∈N<0

λi
(
P̃(Xti = y|X0 = x)−1

)
= ∑

i∈N<0

|λi|
(
1− P̃(Xti = y|X0 = x)

)
≥ 0,

where the two inequalities follow from the fact that P̃(Xti = y|X0 = x) = p(ti) ∈ [0,1] .
Furthermore, because ω(0) = x, we also have that ω ∈ (X0 = x) = C0. Therefore,
we find that Equation (15) indeed holds. Hence, we conclude that P̃ is a coherent
conditional probability on C .

The rest of the proof is now straightforward. Since P̃ is a coherent conditional
probability on C , and because C is a subset of C SP, it follows from Theorem 4.2 that
P̃ can be extended to a coherent conditional probability P on C SP, or equivalently, to a
stochastic process P. Since this stochastic process P is an extension of P̃, Equation (13)
is now an immediate consequence of Equation (14). ♦

4.3 Well-behaved stochastic processes

Stochastic processes, as they are defined in the previous section, can behave in rather
extreme ways. For instance, Example 4.3 tells us that for any two states x,y∈X , there
exists a stochastic process P such that P(Xt = y|X0 = x) = IQ>0(t), where IQ>0 is the
indicator of the positive rational numbers.

In order to avoid this kind of extreme behaviour, we will require that the rate of
change of a stochastic processes remains bounded. We formalise this requirement
through the notion of well-behavedness.

Definition 4.4 (Well-Behaved Stochastic Process). A stochastic process P ∈ P is said
to be well-behaved if, for any—possibly empty—time sequence u ∈U , any xu ∈Xu,
any x,y ∈X and any t ∈ R≥0 such that t > u:

limsup
∆→0+

1
∆
|P(Xt+∆ = y|Xt = x,Xu = xu)− Ix(y)|<+∞ (16)

and, if t 6= 0,

limsup
∆→0+

1
∆
|P(Xt = y|Xt−∆ = x,Xu = xu)− Ix(y)|<+∞. (17)

The set of all well-behaved stochastic processes is denoted by PW.

This definition of well-behavedness is related to continuity and differentiability, but
stronger than the former and weaker than the latter. Our next example provides some
intuition on this.

Example 4.4. Let X be a state space that contains at least two states, fix two states
x,y ∈X such that x 6= y, and consider any function p : R>0→ [0,1]. Then as we know
from Example 4.3, there is a stochastic process P such that

P(X∆ = y|X0 = x) = p(∆) for all ∆ ∈ R>0.
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Furthermore, since x 6= y, it follows from F6 and F7 that P(X0 = y|X0 = x) = 0. We
now consider two specific choices for p.

If we let p(∆) :=
√

∆ for ∆ ∈ (0,1] and p(∆) := 1 for ∆≥ 1, then P(X∆ = y|X0 = x)
is continuous on R≥0 because P(X0 = y|X0 = x) = 0. However, we also find that

limsup
∆→0+

1
∆
|P(X∆ = y|X0 = x)− Ix(y)|= limsup

∆→0+

1
∆

√
∆ =+∞

and therefore, it follows from Equation (16)—with t = 0 and u = /0—that P is not
well-behaved.

On the other hand, if we let p(∆) := ∆ |sin(1/∆)| for ∆ ∈ R>0, we find that

limsup
∆→0+

1
∆
|P(X∆ = y|X0 = x)− Ix(y)|= limsup

∆→0+
|sin(1/∆)|= 1.

In this case—at least for t = 0 and u = /0—P does exhibit the behaviour that we asso-
ciate with a well-behaved stochastic process. Furthermore, as we invite the reader to
check, P(X∆ = y|X0 = x) is again continuous on R≥0. However, P(X∆ = y|X0 = x) is
not differentiable in ∆ = 0, because 1/∆P(X∆ = y|X0 = x) = |sin(1/∆)| oscillates as ∆

approaches zero. ♦

Definition 4.4 is also very similar to the definition of a well-behaved transition
matrix system, as introduced in Section 3.2. Furthermore, here too, one could say that
well-behavedness is intuitively related to local Lipschitz continuity. However, note that
this time, this locality not only depends on the time point t, but also on the given history
xu.

4.4 Process Dynamics

We end this section by introducing some tools to describe the behaviour of stochastic
processes. Rather than work with the individual probabilities, it will be convenient to
jointly consider probabilities that are related by the same conditioning event. To this
end, we will next introduce the notion of transition matrices corresponding to a given
stochastic process.

Definition 4.5 (Corresponding Transition Matrix). Consider any stochastic process
P ∈ P. Then, for any t,s ∈ R≥0 such that t ≤ s, the corresponding transition matrix T s

t
is a matrix that is defined by

T s
t (xt ,xs) := P(Xs = xs |Xt = xt) for all xs,xt ∈X .

We denote this family of matrices by TP.

Because we will also want to work with conditioning events that contain more than
a single time point, we furthermore introduce the following generalisation.

Definition 4.6 (History-Dependent Corresponding Transition Matrix). Let P ∈ P be
any stochastic process. Then, for any t,s ∈ R≥0 such that t ≤ s, any sequence of time
points u∈U<t , and any state assignment xu ∈Xu, the corresponding history-dependent
transition matrix T s

t,xu is a matrix that is defined by

T s
t,xu(xt ,xs) := P(Xs = xs|Xt = xt ,Xu = xu) for all xs,xt ∈X .

For notational convenience, we allow u to be empty, in which case T s
t,xu = T s

t .
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The following proposition establishes some simple properties of these correspond-
ing (history-dependent) transition matrices.

Proposition 4.5. Let P ∈ P be a stochastic process. Then, for any t,s ∈ R≥0 such that
t ≤ s, any sequence of time points u ∈ U<t , and any state assignment xu ∈Xu, the
corresponding (history dependent) transition matrix T s

t,xu is—as its name suggests—
a transition matrix, and T t

t,xu = I. Furthermore, P is well-behaved if and only if, for
every—possibly empty—time sequence u ∈ U , any xu ∈Xu and any t ∈ R≥0 such
that t > u:

limsup
∆→0+

1
∆

∥∥∥T t+∆
t,xu − I

∥∥∥<+∞ (18)

and, if t 6= 0,

limsup
∆→0+

1
∆

∥∥T t
t−∆,xu

− I
∥∥<+∞. (19)

Remark 4.1. Note that for any P∈P, the corresponding transition matrix T s
t,xu is a map

from L (X ) to L (X ), that can therefore be applied to any f ∈L (X ). Furthermore,
for any xt ∈X , we have that[

T s
t,xu f

]
(xt) = ∑

xs∈X
f (xs)P(Xs = xs |Xt = xt ,Xu = xu) = EP [ f (Xs) |Xt = xt ,Xu = xu] ,

where the expectation is taken with respect to P(Xs |Xt = xt ,Xu = xu). This observation
will be useful when we later focus on expectations with respect to stochastic processes;
for functions f ∈L (X ), their corresponding transition matrices serve as an alternative
representation for the expectation operator. ♦

Because a stochastic process is defined on a continuous time line, and because its
corresponding transition matrices T s

t,xu only describe the behaviour of this process on
fixed points in time, we will furthermore require some tools to capture the dynamics
of a stochastic process. That is, we will be interested in how their transition matrices
change over time.

One seemingly obvious way to describe these dynamics is to use the derivatives of
the transition matrices that correspond to stochastic processes. However, because we
do not impose differentiability assumptions on these processes, such derivatives may
not exist. We will therefore instead introduce outer partial derivatives below. It will
be instructive, however, to first consider ordinary directional partial derivatives.

Definition 4.7 (Directional Partial Derivatives). For any stochastic process P ∈ P, any
t ∈ R≥0, any sequence of time points u ∈U<t , and any state assignment xu ∈Xu, the
right-sided partial derivative of T t

t,xu is defined by

∂+T t
t,xu := lim

∆→0+

1
∆
(T t+∆

t,xu −T t
t,xu) = lim

∆→0+

1
∆
(T t+∆

t,xu − I)

and, if t 6= 0, the left-sided partial derivative of T t
t,xu is defined by

∂−T t
t,xu := lim

∆→0+

1
∆
(T t

t−∆,xu
−T t

t,xu) = lim
∆→0+

1
∆
(T t

t−∆,xu
− I).

If these partial derivatives exist, then because of Proposition 3.3, they are guaranteed
to belong to the set of rate matrices R. If they both exist and coincide, we write ∂T t

t,xu
to denote their common value. If t = 0, we let ∂T t

t,xu := ∂+T t
t,xu .
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The following example establishes that these directional partial derivatives need
not exist. In particular, they need not exist even for well-behaved processes.

Example 4.5. Let Q1,Q2 ∈R be two commuting rate matrices such that Q1 6=Q2—for
example, let Q1 6= 0 be an arbitrary rate matrix and let Q2 :=αQ1, with α ∈R≥0\{1}—
and consider a well-behaved stochastic process P ∈ PW of which, for all t ∈ (0,1], the
transition matrix T t

0 is given by Equation (9) in Example 3.3.
For now, we simply assume that this is possible. A formal proof for the existence

of such a process requires some additional machinery, and we therefore postpone it to
Example 5.1, where we construct a well-behaved continuous-time Markov chain that
is compatible with Equation (9).

The aim of the present example is to show that for any such process, the right-sided
partial derivative ∂+T 0

0 —which corresponds to choosing t = 0 and u = /0 in Defini-
tion 4.7—does not exist. The reason for this is that—as is proved in Appendix I—for
any λ ∈ [1/3,2/3], there is a sequence {∆i}i∈N0 → 0+ such that

lim
i→+∞

1
∆i
(T ∆i

0 − I) = Qλ (20)

with Qλ := λQ1 +(1−λ )Q2. The reason why this indeed implies that ∂+T 0
0 does not

exist, is because if it would exist, then Equation (20) would imply that ∂+T 0
0 = Qλ for

all λ ∈ [1/3,2/3]. The only way for this to be possible would be if Q1 = Q2, but that
case was excluded in the beginning of this example. ♦

Observe, therefore, that the problem is essentially that the finite-difference expres-
sions 1/∆(T t+∆

t,xu − I) and 1/∆(T t
t−∆,xu

− I), parameterised in ∆, can have multiple accumu-
lation points as we take ∆ to 0. Therefore, it will be more convenient to instead work
with what we call outer partial derivatives. These can be seen as a kind of set-valued
derivatives, containing all these accumulation points obtained as ∆→ 0+.

Definition 4.8 (Outer Partial Derivatives). For any stochastic process P ∈ P, any t ∈
R≥0, any sequence of time points u ∈ U<t , and any state assignment xu ∈ Xu, the
right-sided outer partial derivative of T t

t,xu is defined by

∂+T t
t,xu :=

{
Q ∈R :

(
∃{∆i}i∈N→ 0+ : lim

i→+∞

1
∆i
(T t+∆i

t,xu − I) = Q
)}

(21)

and, if t 6= 0, the left-sided outer partial derivative of T t
t,xu is defined by

∂−T t
t,xu :=

{
Q ∈R :

(
∃{∆i}i∈N→ 0+ : lim

i→+∞

1
∆i
(T t

t−∆i,xu
− I) = Q

)}
. (22)

Furthermore, the outer partial derivative of T t
t,xu is defined as

∂T t
t,xu := ∂+T t

t,xu ∪∂−T t
t,xu if t > 0 and ∂T t

t,xu := ∂+T t
t,xu if t = 0.

For well-behaved processes P ∈ PW, as our next result shows, these outer partial
derivatives are always non-empty, bounded and closed.

Proposition 4.6. Consider any P ∈ PW. Then ∂+T t
t,xu , ∂−T t

t,xu and ∂T t
t,xu are non-

empty, bounded and closed subsets of R.
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The following two examples provide this result with some intuition. Example 4.6
illustrates the validity of the result, while Example 4.7 shows that the requirement that
P must be well-behaved is essential for the result to be true.

Example 4.6. Consider again the well-behaved stochastic process P ∈ PW from Ex-
ample 4.5 of which, for all t ∈ (0,1], the transition matrix T t

0 is given by Equation (9).
As proved in Appendix I, it holds for this particular process that

∂+T 0
0 =

{
Qλ : λ ∈ [1/3,2/3]

}
,

where, for every λ ∈ [1/3,2/3], Qλ := λQ1 +(1−λ )Q2 as in Example 4.5. ♦

Example 4.7. Fix any rate matrix Q ∈R such that ‖Q‖ = 1, let T be the transition
matrix system of Example 3.4, and consider any stochastic process P ∈ P of which the
corresponding family of transition matrices TP is equal to T .

For now, we simply assume that such a process exists. A formal proof again re-
quires some additional machinery—as in Example 4.5—and we therefore postpone it
to Example 5.1, where we construct a continuous-time Markov chain whose family of
transition matrices TP is equal to the transition matrix system T .

As we prove in Appendix I, for such a stochastic process P, the right-sided outer
partial derivative ∂+T 0

0 is then empty. ♦

We end this section with two additional properties of the outer partial derivatives of
well-behaved stochastic processes. First, as we establish in our next result, they satisfy
an ε−δ expression that is similar to the limit expression of a partial derivative.

Proposition 4.7. Consider any well-behaved stochastic process P∈ PW. Then, for any
t ∈ R≥0, any sequence of time points u ∈U<t , any state assignment xu ∈Xu, and any
ε > 0, there is some δ > 0 such that, for all 0 < ∆ < δ :

(∃Q ∈ ∂+T t
t,xu)

∥∥∥∥ 1
∆
(T t+∆

t,xu − I)−Q
∥∥∥∥< ε (23)

and, if t 6= 0,

(∃Q ∈ ∂−T t
t,xu)

∥∥∥∥ 1
∆
(T t

t−∆,xu
− I)−Q

∥∥∥∥< ε. (24)

Secondly, these outer partial derivatives are a proper generalisation of directional
partial derivatives. In particular, if the latter exist, their values correspond exactly to
the single element of the former.

Corollary 4.8. Consider any P∈ PW. Then ∂+T t
t,xu is a singleton if and only if ∂+T t

t,xu
exists and, in that case, ∂+T t

t,xu = {∂+T t
t,xu}. Analogous results hold for ∂−T t

t,xu and
∂−T t

t,xu , and for ∂T t
t,xu and ∂T t

t,xu .

5 Continuous-Time Markov Chains

Having introduced continuous-time stochastic processes in Section 4, we will in this
section focus on a specific class of such processes: continuous-time Markov chains.
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Definition 5.1 (Markov Property, Markov Chain). A stochastic process P ∈ P satisfies
the Markov property if for any t,s ∈ R≥0 such that t ≤ s, any time sequence u ∈U<t ,
any xu ∈Xu, and any states x,y ∈X :

P(Xs = y |Xt = x,Xu = xu) = P(Xs = y |Xt = x) .

A stochastic process that satisfies this property is called a Markov chain. We denote the
set of all Markov chains by PM and use PWM to refer to the subset that only contains
the well-behaved Markov chains.

We already know from Proposition 4.5 that the transition matrices of a stochastic
process—and therefore also, in particular, of a Markov chain—satisfy some simple
properties. For the specific case of a Markov chain P ∈ PM, the family of transition
matrices TP also satisfies an additional property. In particular, for any t,r,s ∈ R≥0
such that t ≤ r ≤ s, these transition matrices satisfy

T s
t = T r

t T s
r . (25)

In this context, this property is known as the Chapman-Kolmogorov equation or the
semi-group property [31]. Indeed, this is the same semi-group property that we defined
in Section 3 to hold for transition matrix systems T . The following result should
therefore not be surprising.

Proposition 5.1. Consider a Markov chain P ∈ PM and let TP be the corresponding
family of transition matrices. Then TP is a transition matrix system. Furthermore, TP
is well-behaved if and only if P is well-behaved.

At this point we know that every (well-behaved) Markov chain has a corresponding
(well-behaved) transition matrix system. Our next result establishes that the converse is
true as well: every (well-behaved) transition matrix system has a corresponding (well-
behaved) Markov chain, and for a given initial distribution, this Markov chain is even
unique.

Theorem 5.2. Let p be any probability mass function on X and let T be a transition
matrix system. Then there is a unique Markov chain P ∈ PM such that TP = T and,
for all y ∈X , P(X0 = y) = p(y). Furthermore, P is well-behaved if and only if T is
well-behaved.

Hence, Markov chains—and well-behaved Markov chains in particular—are com-
pletely characterised by their transition matrices and their initial distribution. Our next
example uses this result to formally establish the existence of the Markov chains that
were used in Examples 4.5 and 4.7. Furthermore, it also illustrates that not every
Markov chain is well-behaved.

Example 5.1. For any transition matrix system T , it follows from Theorem 5.2—with
p chosen arbitrarily—that there exists a continuous-time Markov chain P ∈ PM ⊆ P
such that TP = T and, furthermore, that P is well-behaved if and only if T is well-
behaved.

For example, for any rate matrix Q∈R such that ‖Q‖= 1, if we let T be the trans-
ition matrix system of Example 3.4, we find—as already claimed in Example 4.7—that
there is a continuous-time Markov chain P ∈ PM ⊆ P such that TP = T . Furthermore,
since we know from Example 3.4 that T is not well-behaved, it follows that P is not
well-behaved either.
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As another example, for any two commuting rate matrices Q1,Q2 ∈ R, if we let
T be the well-behaved transition matrix system of Example 3.3, we find—as already
claimed in Example 4.5—that there is a well-behaved continuous-time Markov chain
P ∈ PWM ⊆ PM ⊆ P such that, for all t ∈ (0,1], the transition matrix T t

0 is given by
Equation (9) in Example 3.3. ♦

As a final note, observe that not only does the Markov property simplify the con-
ditional probabilities of a Markov chain, it also simplifies its dynamics. In particu-
lar, for any t ∈ R≥0, any u ∈ U<t , and any xu ∈ Xu, it holds that ∂−T t

t,xu = ∂−T t
t ,

∂+T t
t,xu = ∂+T t

t and ∂T t
t,xu = ∂T t

t . We now focus on a number of special cases.

5.1 Homogeneous Markov chains

Definition 5.2 (Homogeneous Markov chain). A Markov chain P ∈ PM is called time-
homogeneous, or simply homogeneous, if its transition matrices T s

t do not depend on
the absolute value of t and s, but only on the time-difference s− t:

T s
t = T s−t

0 for all t,s ∈ R≥0 such that t ≤ s. (26)

We denote the set of all homogeneous Markov chains by PHM and use PWHM to refer
to the subset that consists of the well-behaved homogeneous Markov chains.

Recall now from Section 3 the exponential transition matrix system TQ corres-
ponding to some Q ∈ R. As we have seen, the transition matrices of such a system
were defined by T s

t = eQ(s−t). This family TQ therefore clearly satisfies Equation (26).
Furthermore, by Proposition 3.6, TQ is well-behaved. Hence, we have the following
result.

Corollary 5.3. Consider any rate matrix Q ∈R and let p be an arbitrary probability
mass function on X . Then there is a unique Markov chain P ∈ PM such that TP = TQ
and, for all y ∈X , P(X0 = y) = p(y). Furthermore, this unique Markov chain is well-
behaved and homogeneous.

Our next result strengthens this connection between well-behaved homogeneous
Markov chains and exponential transition matrix systems.

Theorem 5.4. For any well-behaved homogeneous Markov chain P ∈ PWHM, there is
a unique rate matrix Q ∈R such that TP = TQ.2

Hence, any well-behaved homogeneous Markov chain P ∈ PWHM is completely
characterised by its initial distribution and a rate matrix Q ∈ R. We will denote this
rate matrix by QP.

The dynamic behaviour of well-behaved homogeneous Markov chains is further-
more particularly easy to describe, as shown by the next result.

Proposition 5.5. Consider any well-behaved homogeneous Markov chain P ∈ PWHM

and let QP ∈R be its corresponding rate matrix. Then ∂T t
t = ∂+T t

t = ∂−T t
t = QP and

∂T t
t = ∂+T t

t = ∂−T t
t = {QP}.

2 Although our proof for this result starts from scratch, this result is essentially well known. Our version
of it should be regarded as a (re)formulation that is adapted to our terminology and notation and, in particular,
to our use of coherent and/or full conditional probabilities.
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5.2 Non-homogeneous Markov chains

In contrast to homogeneous Markov chains, a Markov chain for which Equation (26)
does not hold is called—rather obviously—non-homogeneous. While we know from
Theorem 5.4 that well-behaved homogeneous Markov chains can be characterised (up
to an initial distribution) by a fixed rate matrix Q ∈ R, this is not the case for well-
behaved non-homogeneous Markov chains.

Instead, such systems are typically described by a function Qt that gives for each
time point t ∈ R≥0 a rate matrix Qt ∈R. For any such function Qt , the existence and
uniqueness of a corresponding non-homogeneous Markov chain then depend on the
specific properties of Qt . Rather than attempt to treat all these different cases here, we
instead refer to some examples from the literature.

Typically, some kind of continuity of Qt in terms of t is assumed. The specif-
ics of these assumptions may then depend on the intended generality of the results,
computational considerations, the domain of application, and so forth. For example,
Reference [1] assumes that Qt is left-continuous and has bounded right-hand limits.
As a stronger restriction, Reference [28] uses a collection Q1, . . . ,Qn of commuting
rate matrices, and defines Qt as a weighted linear combination of these component rate
matrices wherein the weights vary continuously with t. In Reference [36], a right-
continuous and piecewise-constant Qt is used, meaning that Qt takes different values
on various (half-open) intervals of R≥0, but fixed values within those intervals.

This idea of using a time-dependent rate matrix Qt has the advantage of being
rather intuitive, but it is rather difficult to formalise. Essentially, the problem with this
approach is that it does not allow us to distinguish between left and right derivatives.
Intuitively, Qt is supposed to be ‘the’ derivative. However, this is impossible if Qt is
discontinuous—for example in the piecewise constant case. Therefore, in our present
work, instead of using a function Qt , we will characterise non-homogeneous Markov
chains by means of their transition matrix system and their initial distribution, making
use of the results in Proposition 5.1 and Theorem 5.2.

One technique for constructing transition matrix systems that is particularly import-
ant for our work, and especially in our proofs, is to combine restrictions of exponential
transition matrix systems to form a new transition matrix system that is, loosely speak-
ing, piecewise constant. Example 3.1 provided a simple illustration of this technique.
More generally, these transition matrix systems will be of the form

T
[0,t0]

Q0
⊗T

[t0,t1]
Q1

⊗·· ·⊗T
[tn−1,tn]

Qn
⊗T

[tn,∞)
Qn+1

. (27)

For example, the transition matrix systems Ti, i ∈ N0, that we defined in Equation (8)
are all of this form. As we know from Propositions 3.6 and 3.9, transition matrix
systems that are of this form are always well-behaved. The following result is therefore
a trivial consequence of Theorem 5.2.

Proposition 5.6. Let p be an arbitrary probability mass function on X , let u= t0, . . . , tn
be a finite sequence of time points in U /0, and let Q0, . . . ,Qn+1 ∈Q be a collection of
rate matrices. Then there is a well-behaved continuous-time Markov chain P ∈ PWM

such that P(X0 = y) = p(y) for all y ∈X and such that TP is given by Equation (27).

6 Imprecise Continuous-Time Markov chains

In Sections 4 and 5, we formalised stochastic processes and provided ways to charac-
terise them. We now turn to the field of imprecise probability [4, 47] to formalise the
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notion of an imprecise continuous-time Markov chain. Basically, rather than look at
a single stochastic process P ∈ P, we instead consider jointly some set of processes
P ⊆ P. We start by looking at how such sets can be described.

6.1 Sets of Consistent Stochastic Processes

Recall from Section 4.4 that for a given stochastic process P ∈ P, its dynamics can
be described by means of the outer partial derivatives ∂T t

t,xu of its transition matrices,
which can depend both on the time t ∈ R≥0 and on the history xu ∈Xu. Furthermore,
we also found that—at least for well-behaved processes—these outer partial derivatives
are non-empty bounded sets of rate matrices. If all the partial derivatives of a process
belong to the same non-empty bounded set of rate matrices Q, we call this process
consistent with Q.

Definition 6.1 (Consistency with a set of rate matrices). Consider a non-empty bounded
set of rate matrices Q and a stochastic process P ∈ P. Then P is said to be consistent
with Q if

(∀t ∈ R≥0)(∀u ∈U<t)(∀xu ∈Xu) : ∂T t
t,xu ⊆Q.

If P is consistent with Q, we will write P∼Q.

Thus, when a process is consistent with a set of rate matrices Q, we know that its
dynamics can always be described using the rate matrices in that set. However, we do
not know which of these rate matrices Q ∈Q describe the dynamics at any given time
t ∈ R≥0 or for any given history xu ∈Xu. Furthermore, consistency of a process with
a set of rate matrices Q does not tell us anything about the initial distribution of the
process. Therefore, we also introduce the concept of consistency with a set of initial
distributions M .

Definition 6.2 (Consistency with a set of initial distributions). Consider any non-empty
bounded set M of probability mass functions on X and any stochastic process P ∈ P.
We then say that P is consistent with M , and write P∼M , if P(X0) ∈M .

In the remainder of this paper, we will focus on sets of processes that are jointly
consistent with some given Q and M . However, rather than look at the set of all
processes consistent with some Q and M , we will instead consider the consistent
subset of some given set of processes P ⊆ P.

Definition 6.3 (Consistent subset of processes). Consider a non-empty bounded set of
rate matrices Q and a non-empty set M of probability mass functions on X and a set
of stochastic processes P ⊆ P. Then, the subset of P consistent with Q and M is
denoted by PQ,M , and defined as

PQ,M := {P ∈P : P∼Q, P∼M } .

When M is the set of all probability mass functions on X , we will write PQ for the
sake of brevity.

For some fixed Q and M , different choices for P will result in different sets of
consistent processes PQ,M . Three specific choices of P will be particularly import-
ant in this paper because, as we will now show, they lead to three different types of
imprecise continuous-time Markov chains.
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6.2 Types of Imprecise Continuous-Time Markov Chains

In Sections 4 and 5, we introduced three sets PW, PWM and PWHM of well-behaved
stochastic processes with different qualitative properties. PW is the set of all well-
behaved stochastic processes, PWM consists of the processes in PW that are continuous-
time Markov chains, and PWHM is the set of all homogeneous Markov chains that are
well-behaved, which is therefore a subset of PWM. We now use Definition 6.3 to define
three sets of consistent processes that also have these respective qualitative properties.

Definition 6.4 (Imprecise continuous-time Markov chain). For any non-empty bounded
set of rate matrices Q, and any non-empty set M of probability mass functions on X ,
we define the following three sets of stochastic processes that are jointly consistent
with Q and M :

• PW
Q,M is the consistent set of all well-behaved stochastic processes;

• PWM
Q,M is the consistent set of all well-behaved Markov chains;

• PWHM
Q,M is the consistent set of all well-behaved homogeneous Markov chains.

We call each of these three sets an imprecise continuous-time Markov chain, and ab-
breviate this as ICTMC.3 Following Definition 6.3, we will write PW

Q when we take M
to be the set of all probability mass functions on X , and similarly for PWM

Q and PWHM
Q .

Since the sets PWHM, PWM and PW are nested, it should be clear that this also true
for the corresponding types of ICTMC’s.

Proposition 6.1. Consider any bounded set of rate matrices Q, and any non-empty set
M of probability mass functions on X . Then,

PWHM
Q,M ⊆ PWM

Q,M ⊆ PW
Q,M .

Observe furthermore that for PWHM
Q,M and PWM

Q,M , the extra properties of their ele-
ments allow us to simplify the notion of consistency in Definition 6.1, which leads to
the following alternative characterisations:

PWM
Q,M =

{
P ∈ PWM : (∀t ∈ R≥0) ∂T t

t ⊆Q, P(X0) ∈M
}
, (28)

and
PWHM

Q,M =
{

P ∈ PWHM : QP ∈Q, P(X0) ∈M
}
.

This first equality follows from the Markov property of the elements of PWM, which
ensures that ∂T t

t,xu = ∂T t
t . The second equality follows from the Markov property and

the homogeneity of the processes P ∈ PWHM, which, by Proposition 5.5, ensures that
∂T t

t = {QP} for all t ∈ R≥0.
The following example further illustrates the difference between the three types of

ICTMC’s that we consider.
3 For the set PW

Q,M , one might wonder why we choose to call it an imprecise Markov chain, since it
contains processes that do not satisfy the Markov property. As we will see in Section 8.1, this choice of
terminology is motivated by that fact that the set PW

Q,M itself—rather than its elements—satisfies a so-called
imprecise Markov property.
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Example 6.1. Let Q1 and Q2 be two different transition rate matrices and consider the
set Q := {Q1,Q2}. Let furthermore M := {p}, with p an arbitrary probability mass
function on X .

The set PWHM
Q,M then contains exactly two stochastic processes P1 and P2, each of

which is a well-behaved homogeneous Markov chain. They both have p as their initial
distribution, in the sense that P1(X0)=P2(X0)= p, but their transition rate matrices QPi ,
i ∈ {1,2}—whose existence is guaranteed by Theorem 5.4—are different: QP1 = Q1,
and QP2 = Q2. The transition matrix systems of the Markov chains P1 and P2 are
given by the exponential transition matrix systems TQ1 and TQ2 , in that order, and the
transition matrices of P1 and P2 are therefore given by 1T s

t = eQ1(s−t) and 2T s
t = eQ2(s−t),

respectively.
Since PWHM

Q,M is a subset of PWM
Q,M , each of the two homogeneous Markov chains P1

and P2 belongs to PWM
Q,M as well. However, PWM

Q,M also contains additional processes,
which are not homogeneous and therefore do not belong to PWHM

Q,M . For instance, for any
r > 0, it follows from Proposition 6.2 further on that there is a well-behaved continuous-
time Markov chain P ∈ PWM

Q,M that has T
[0,r]

Q1
⊗T

[r,+∞)
Q2

as its transition matrix system.
This Markov chain is clearly not homogeneous because T r

0 = eQ1r is different from
T 2r

r = eQ2r, and therefore it does not belong to PWHM
Q,M .

Since PWM
Q,M is a subset of PW

Q,M , each of the processes that we have considered so
far belong to the set PW

Q,M as well. However this latter set contains more complicated
processes still. For instance, for any u∈U and any xu,yu ∈Xu such that xu 6= yu, PW

Q,M

will for example contain a stochastic process P such that, for all t > u, ∂T t
t,xu = {Q1}

and ∂T t
t,yu = {Q2}. For all s > t > u, the history-dependent transition matrices T s

t,xu
and T s

t,yu of this process P will be given by T s
t,xu = eQ1(s−t) and T s

t,yu = eQ2(s−t), which
implies that this process P does not satisfy the Markov property, and therefore, that it
does not belong to PWM

Q,M . ♦

Proposition 6.2. Consider any non-empty bounded set of rate matrices Q and let M
be any non-empty set of probability mass functions on X . Then for any p ∈M , any
ordered finite sequence of time points u = t0, . . . , tn in U /0 and any collection of rate
matrices Q0, . . . ,Qn+1 ∈ Q, there is a well-behaved continuous-time Markov chain
P ∈ PWM

Q,M such that P(X0 = y) = p(y) for all y ∈X and such that TP is given by
Equation (27).

We conclude this section with some notes about closure properties of the different
types of ICTMC’s that we consider, which are particularly useful for existence proofs.
In particular, we focus on closure properties under recombination of known elements—
colloquially, the “piecing together” of two or more processes to construct a new process
that belongs to the same ICTMC.

The example above already suggested how to do this for PWM
Q,M , by combining

two well-behaved homogeneous Markov chains P1,P2 ∈ PWHM to form a new process
P ∈ PWM. Similarly, but more generally, for any two processes P1,P2 ∈ PWM

Q,M , we
can combine their transition matrix systems TP1 and TP2 to construct a new transition
matrix system T := T

[0,r]
P1
⊗T

[r,+∞)
P2

, with r > 0 chosen arbitrarily. Theorem 5.2 then
guarantees that there exists a Markov chain P such that TP = T and P(X0) = P1(X0).
It is straightforward to verify that, because P1,P2 ∈ PWM

Q,M , also P ∈ PWM
Q,M ; we leave

this as an exercise for the reader.
Clearly, a similar procedure is impossible for PWHM

Q,M , because the combination of
two processes would make the resultant one lose the homogeneity property, which is
required to be an element of PWHM

Q,M .
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However, for our most general type of ICTMC, which is PW
Q,M , it turns out to be

possible to recombine elements in an even more general, history-dependent way. That
is, if Q is convex, then it is possible, for fixed time points u ∈U , to choose for every
history xu ∈Xu a different process Pxu ∈ PW

Q,M , and to recombine these into a process
P that agrees with these Pxu conditional on the specific history xu. Furthermore, the
distribution on the time points u can be chosen to agree with any element P/0 ∈ PW

Q,M .
The following result guarantees that this new process P will again belong to PW

Q,M .

Theorem 6.3. Consider a non-empty convex set of rate matrices Q⊆R, and any non-
empty set M of probability mass functions on X . Fix a finite sequence of time points
u ∈U . Choose any P/0 ∈ PW

Q,M and, for all xu ∈Xu, choose some Pxu ∈ PW
Q,M . Then

there is a stochastic process P ∈ PW
Q,M such that, for all u1,u2 ⊆ u such that u1 < u2,

all xu ∈Xu and all A ∈Au:

P(Xu2 = xu2 |Xu1 = xu1) = P/0(Xu2 = xu2 |Xu1 = xu1) (29)
and

P(A|Xu = xu) = Pxu(A|Xu = xu). (30)

6.3 Lower Expectations for ICTMC’s

From a practical point of view, after having specified a (precise) stochastic process, one
is typically interested in the expected value of some function of interest, or the probab-
ility of some event. Similarly, in this work, our main objects of consideration will be
the lower and upper expectations and lower and upper probabilities that correspond to
the ICTMC’s that we introduced in the previous section.

Definition 6.5 (Lower Expectation). For any non-empty set of stochastic processes
P ⊆ P, the (conditional) lower expectation with respect to P is defined as

E[· | ·] := inf{EP[· | ·] : P ∈P} , (31)

where EP[· | ·] denotes the (conditional) expectation taken with respect to P.
In particular, for any non-empty bounded set of rate matrices Q and any non-empty

set M of probability mass functions on X , we let

EW
Q,M [· | ·] := inf

{
EP[· | ·] : P ∈ PW

Q,M

}
, (32)

and similarly for EWM
Q,M and EWHM

Q,M . If M is the set of all probability mass functions
on X , then as in Definition 6.3, we will write EW

Q instead of EW
Q,M , and similarly for

EWM
Q and EWHM

Q .

Upper expectations can be defined analogously, simply by replacing the infimum
by a supremum: E[· | ·] := sup{EP[· | ·] : P ∈P}. However, there is no need to study
these upper expectations separately, because they are in one-to-one correspondence
to lower expectations through the conjugacy relation E[· | ·] = −E[− · | ·]. Lower and
upper probabilities also have analogous definitions. However, these too do not need
to be studied separately, because they correspond to special cases of lower and upper
expectations. For example, for any u ∈U , xu ∈Xu and A ∈Au, we have that

P(A|Xu = xu) := inf{P(A|Xu = xu) : P ∈P}
= inf{EP[IA|Xu = xu] : P ∈P}= E[IA|Xu = xu], (33)



6 Imprecise Continuous-Time Markov chains 34

and similarly, we also have that P(A|Xu = xu)=E[IA|Xu = xu], which, due to conjugacy,
implies that P(A|Xu = xu) = −E[−IA|Xu = xu]. Hence, from a computational point of
view, it clearly suffices to focus on lower expectations, which is what we will do in the
remainder of this work.

In particular, one of the main aims of this paper is to provide methods to compute
lower expectations for the different types of ICTMC’s that we have introduced in Sec-
tion 6.2; however, as we will see at the end of this section, doing this for the set PWHM

Q,M
is particularly difficult. We will therefore largely focus on performing these computa-
tions for the ICTMCs PW

Q,M and PWM
Q,M . We start by giving some useful properties of

the three types of lower expectations that we are interested in.
First of all, it can be shown that if Q is a non-empty, bounded, convex and closed

set of rate matrices, then the conditional lower expectations EW
Q , EWM

Q and EWHM
Q are

actually minima—rather than infima—because they are always reached by some ele-
ment of their corresponding ICTMC. However, the proof of this claim is rather involved
and requires some technical machinery that is outside of the scope of this paper; we
intend to publish these and related results separately in future work.

Moving on, we know from Section 6.2 that the sets PWHM
Q,M , PWM

Q,M and PW
Q,M are

nested subsets of each other. As an immediate consequence, their corresponding lower
expectations provide (lower) bounds for each other.

Proposition 6.4. Consider any non-empty bounded set of rate matrices Q, and any
non-empty set M of probability mass functions on X . Then,

EW
Q,M [· | ·]≤ EWM

Q,M [· | ·]≤ EWHM
Q,M [· | ·] .

Generally speaking, the inequalities in this proposition can be—and often are—
strict; for the first inequality, we will illustrate this further on in this section, in Figure 1,
whereas for the second inequality, this can be seen by comparing Examples 9.1 and 9.2
in Section 9.2.

For now, we first provide a useful property of the lower expectation EW
Q,M that

corresponds to PW
Q,M . To this end, consider a function f ∈L (Xu∪v∪w) defined on the

union u∪ v∪w of three finite sets of time points u,v,w ∈ U such that u < v < w. It
then follows from the basic properties of expectations that for any stochastic process
P, the corresponding expectation of f , conditional on Xu, decomposes as follows:

EP[ f (Xu,Xv,Xw) |Xu] = EP
[
EP[ f (Xu,Xv,Xw) |Xu,Xv]

∣∣Xu
]
. (34)

This equality is well-known, and is called the law of iterated expectation. Rather re-
markably, if Q is convex, then the lower expectation EW

Q,M satisfies a similar property.
The proof for this so-called law of iterated lower expectation is based on Theorem 6.3.

Theorem 6.5. Let Q be an arbitrary non-empty, bounded, and convex set of rate
matrices, and consider any non-empty set M of probability mass functions on X .
Then for any u,v,w ∈U such that u < v < w and any f ∈L (Xu∪v∪w):

EW
Q,M [ f (Xu,Xv,Xw) |Xu] = EW

Q,M

[
EW

Q,M [ f (Xu,Xv,Xw) |Xu,Xv]
∣∣∣Xu

]
. (35)

The reason why this result is useful, is because it essentially allows us to compute
lower expectations recursively. In particular, instead of computing a lower expectation
for all time points simultaneously, we can focus on each of the time points separately,
and eliminate them one by one. We will revisit this idea in Section 9, where we will
use it to develop efficient algorithms.
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For now, we would like to draw attention to the fact that Theorem 6.5 relies heavily
on the fact that the individual elements of PW

Q,M do not need to satisfy the Markov
property, in the sense that they can have history-dependent probabilities. Therefore,
unfortunately, the result in Theorem 6.5 does not extend to EWM

Q,M or EWHM
Q,M . Since

Theorem 6.5 simplifies considerably the process of computing the lower expectation
EW

Q,M , this suggests that the qualitative differences between the three types of ICTMC’s
that we consider make some of their corresponding lower expectations harder to com-
pute than others. In fact, we will show in Section 9 that PW

Q ,M is in some sense the
easiest set to do this for, exactly because of Theorem 6.5.

Furthermore, rather ironically, computing lower expectations for the set PWHM
Q ,M —

which, intuitively, is the simplest of our three types of ICTMC’s—seems to be much
harder than for the sets PWM

Q ,M or PW
Q ,M . The problem is, essentially, that while ho-

mogeneous Markov chains are easy to work with numerically, the set PWHM
Q ,M does not

provide enough “degrees of freedom” to easily solve the optimisation problem that is
involved in computing EWHM

Q ,M . The following serves as an illustration.
Suppose that we want to compute the lower expectation EWHM

Q,M [ f (Xt) |X0 = x0] of
some function f ∈L (X ) at time t, conditional on the information that the state X0 at
time 0 takes the value x0 ∈X0. It then follows from Definition 6.5, Remark 4.1 and
Proposition 5.5 that

EWHM
Q,M [ f (Xt) |X0 = x0] = inf

{
EP[ f (Xt) |X0 = x0] : P ∈ PWHM

Q,M

}
= inf

{
[eQPt f ](x0) : P ∈ PWHM

Q,M

}
= inf

{
[eQt f ](x0) : Q ∈Q

}
.

Therefore, computing EWHM
Q,M [ f (Xt) |X0 = x0] is at its core a non-linear, constrained

optimisation problem over the set Q, where the non-linearity stems from the term eQt ,
and the specific form of the constraints depends on the choice of Q. The following
example illustrates the non-linearity of this type of optimisation problem in a simple
case.

Example 6.2. Consider an ordered ternary state space X := {a,b,c}, let f ∈L (X )
be defined as f := [1 0 2]>—in the sense that f (a) := 1, f (b) := 0 and f (c) := 2—and
consider the set of transition rate matrices

Q :=


 −λ λ 0

0 −0.01 0.01
0 0 0

 : λ ∈ [0.01,0.5]

 .

Every process P in the imprecise Markov chain PWHM
Q,M is then a homogeneous Markov

chain of which the unique transition rate matrix Q is completely determined by some
λ in [0.01,0.5]. Furthermore, as we know from Remark 4.1 and Theorem 5.4, the con-
ditional expectation EP[ f (Xt)|X0 = a] that corresponds to this homogeneous Markov
chain is equal to [eQt f ](a). Due to this equality, it is a matter of applying some basic—
yet cumbersome—algebra to find that

EP[ f (Xt)|X0 = a] =


2+ e−λ t +2

e−λ t −100λe−t/100

100λ −1
if λ ∈ (0.01,0.5]

2− e−t/100− 1
50

te−t/100 if λ = 0.01.
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Fig. 1: Plot of the induced set of expected values EP[ f (Xt) |X0 = a], for time points
t ∈ [0,100], corresponding to all P∈ PWHM

Q obtained as we vary λ ∈ [0.01,0.5].
Observe that the lower expectation with respect to this set is initially reached
by choosing λ = 0.5. This changes around the time point t ≈ 6.6, after which
the minimising value of λ becomes a (changing) internal point of the interval
[0.01,0.5]. The dashed line corresponds to the lower expectation with respect
to the sets PWM

Q and PW
Q , which also include non-homogeneous Markov chains

and, for PW
Q , even more general processes. Note that the lower expectations

with respect to PWHM
Q , PWM

Q and PW
Q are all equal for t < 6.6. However, as time

evolves further, the lower expectation with respect to PWHM
Q starts to diverge

from the other two.

Obtaining the value of EWHM
Q,M [ f (Xt) |X0 = a] now corresponds to minimising this ex-

pression as λ ranges over the interval [0.01,0.5]. Figure 1 illustrates that, even in
this simple ternary case, this minimisation problem is already non-trivial, because—
depending on the value of t—the minimum is not guaranteed to be obtained for one of
the end points of [0.01,0.5], but may only be achieved by an internal point.

Nevertheless, in this simple case, EWHM
Q,M [ f (Xt) |X0 = a] can of course be closely

approximated by taking a very fine discretisation of the interval [0.01,0.5], and per-
forming an exhaustive search through this discretised parameter space to estimate the
value of the lower expectation and the range of (precise) expectations that can be ob-
tained within the set; this leads to the solution that is depicted in Figure 1.

Figure 1 also depicts EWM
Q,M [ f (Xt) |X0 = a] and EW

Q,M [ f (Xt) |X0 = a], which hap-
pen to coincide. The reason why they coincide in this case, and the method by which we
have computed them, will be explained in Section 8. For now, it suffices to notice that
for large enough values of t, their common value differs from EWHM

Q,M [ f (Xt) |X0 = a],
thereby illustrating that the first inequality in Proposition 6.4 can indeed be strict. ♦

While this example shows that for sufficiently “nice” sets Q and in low dimen-



7 Towards Lower Transition Operators for ICTMC’s 37

sions, a “discretise and exhaustive-search” method allows us to numerically solve the
type of non-linear optimisation problems that are associated with EWHM

Q ,M , the computa-
tional complexity of such an approach will in general quickly explode as the size of X
increases.4 Since we are not aware of other computational methods, this suggests that
computing lower expectations for ICTMC’s that are of the type PWHM

Q,M is typically very
difficult, and it will therefore often be necessary to resort to approximation methods.
For the particular case where Q corresponds to an interval matrix, such methods have
been explored in, for example, References [21] and [34].

In the remainder of this paper, we will not consider ICTMC’s that are of the type
PWHM

Q,M . Instead, we will focus on the lower expectations EWM
Q,M and EW

Q,M that corres-
pond to ICTMC’s that are of the type PWM

Q,M or PW
Q,M , and we will develop efficient

methods for computing them. In order to do that, we start by introducing the notion of
a lower transition operator.

7 Towards Lower Transition Operators for ICTMC’s

As explained in Remark 4.1, the transition matrix T s
t of a stochastic process P serves

as an alternative representation of the expectation operator EP[ f (Xs) |Xt ], in the sense
that

[T s
t f ](xt) = EP[ f (Xs) |Xt = xt ] for all f ∈L (X ) and xt ∈X . (36)

Furthermore, if P is a well-behaved homogeneous Markov chain, then as explained in
Section 5.1, T s

t is completely determined by a unique transition rate matrix Q, in the
sense that T s

t = eQ(s−t).
We will in this section introduce a generalisation of these transition matrices and

transition rate matrices, called lower transition operators and lower transition rate
operators, respectively. Furthermore, and most importantly, we will introduce the no-
tion of a corresponding lower transition operator, which, much like in the precise
homogeneous case, will be completely determined by some given lower transition rate
operator.

Further on in this paper, we will then show that this type of lower transition op-
erator serves as an alternative representation for the lower expectations of imprecise
continuous-time Markov chains, thereby establishing an analogy with Equation (36).
However, for now, in this section, we focus on introducing the relevant concepts, and on
deriving this operator of interest. We end in Section 7.4 by showing that this operator
satisfies a number of convenient properties.

7.1 Lower Transition Operators

The central concept that we will be interested in throughout this section is that of a
lower transition operator T .

Definition 7.1 (Lower Transition Operator). A map T from L (X ) to L (X ) is called
a lower transition operator if, for all f ,g ∈L (X ), all λ ∈ R≥0, and all x ∈X :

LT1: [T f ] (x)≥min{ f (y) : y ∈X };
4 In the sense that in general, the dimensionality of the parameter-space grows quadratically in the number

of states—since the number of elements of a rate matrix grows quadratically in this number, and we are
considering sets of rate matrices—and hence the size of any discretisation of this parameter space (for a
given precision) scales exponentially in |X |2. Clearly, performing an exhaustive search through such a
discretised parameter-space will quickly become infeasible.
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LT2: [T ( f +g)] (x)≥ [T f ] (x)+ [T g] (x);

LT3: [T (λ f )] (x) = λ [T f ] (x).

We will use T to denote the set of all lower transition operators.
Such lower transition operators furthermore satisfy the following properties—see

Reference [13] for a proof. For any lower transition operator T , any f , f1, f2 ∈L (X ),
any µ ∈ R and any two non-negatively homogeneous operators A,B from L (X ) to
L (X ):

LT4: ‖T‖ ≤ 1;

LT5: f1 ≥ f2 ⇒ T f1 ≥ T f2;

LT6: T ( f +µ) = T ( f )+µ;

LT7: ‖T A−T B‖ ≤ ‖A−B‖.

Proposition 7.1. For any two lower transition operators T ,S ∈ T, their composition
T S is again a lower transition operator.

The first thing to note is that any transition matrix T will also satisfy properties LT1-
LT3, and hence is also a lower transition operator. It is therefore clear that lower
transition operators are a generalisation of transition matrices.

A first way to motivate this specific generalisation is to note the following. For
any lower transition operator T and any x ∈X , consider the map T x : L (X )→ R,
defined for all f ∈L (X ) as

T x f := [T f ] (x) . (37)

Due to properties LT1-LT3, it then follows that T x is a map from L (X ) to R that is
super-additive, non-negatively homogeneous, and bounded below by the minimum op-
erator. By definition [47, Definition 2.3.3], that means that T x is a coherent lower previ-
sion on L (X ). Note that the term “prevision” here is a synonym for “expectation”—
be it with a different interpretation attached to it—so this essentially states that T x is a
“coherent lower expectation” on L (X ).

For the reader that is unfamiliar with this notion of coherent lower previsions, this
is perhaps best clarified as follows. Consider some arbitrary set M of probability mass
functions on X , and consider a map E : L (X )→ R, defined for all f ∈L (X ) as

E f := inf

{
∑

x∈X
p(x) f (x) : p ∈M

}
.

We call this map E the lower envelope of M , and it should be clear that this map
computes a lower expectation with respect to M . Furthermore, note that for any p ∈
M , the quantity ∑x∈X p(x) f (x) is bounded from below by min{ f (y) : y ∈X }, and
since this is true for any p ∈M , it follows that E f is also bounded below by this
minimum. Similarly, it is easily verified that E is super-additive and non-negatively
homogeneous, due to the properties of the inf operator. Hence, by the definition cited
above, the lower expectation operator E that corresponds to M is a coherent lower
prevision on L (X ).

Our consideration of the coherent lower prevision T x above is essentially the same
idea, but without considering explicitly any link to some set of probability mass func-
tions Mx. Suffice it to say that, for any coherent lower prevision T x, such a set Mx will
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always exist [25, Section 10.2]. It should furthermore be noted that the qualifier “co-
herent” here has connections to the notion of coherence that appeared in Section 4.1,
and that it can be given a direct gambling interpretation that resembles the one in Ap-
pendix H; we refer to [43, 47] for further discussion on this.

In any case, for our present purposes, it suffices to realise that, because T x is a
coherent lower prevision for any x ∈X , the lower transition operator T can be seen as
a vector of coherent lower previsions. Therefore, and because each of these coherent
lower previsions T x has some set Mx of probability mass functions of which T x com-
putes the lower envelope, we can combine these sets of probability mass functions to
form a set of transition matrices

TT = {T ∈ T : (∀x ∈X ) T (x, ·) ∈Mx}

of which T is the lower envelope, in the sense that

[T f ](x) = inf{[T f ](x) : T ∈ TT} for all f ∈L (X ) and x ∈X .

Due to the correspondence between transition matrices and conditional expectation
operators—see Remark 4.1—it should therefore be clear that lower transition operators
are an intuitive starting point to try and find alternative characterisations for the lower
expectations that correspond to an ICTMC. What remains is to find the specific lower
transition operator T whose set of dominating transition matrices TT corresponds to
the set of transition matrices that is induced by a given ICTMC; the remainder of this
section will provide the machinery required to do this.

We conclude with the following result about the set T of all lower transition op-
erators, which states that this set is a complete metric space with respect to our usual
norm.

Proposition 7.2. The metric space (T,d) is complete with respect to the metric d that
is induced by our usual norm ‖·‖.

7.2 Lower Transition Rate Operators

We next focus on the generalisation of transition rate matrices Q to lower transition
rate operators Q, as follows.

Definition 7.2 (Lower Transition Rate Operator). A map Q from L (X ) to L (X )
is called a lower transition rate operator if, for all f ,g ∈ L (X ), all λ ∈ R≥0, all
constant functions µ ∈L (X ), and all x ∈X :

LR1:
[
Qµ
]
(x) = 0;

LR2:
[
QIy
]
(x)≥ 0 for all y ∈X such that x 6= y;

LR3:
[
Q( f +g)

]
(x)≥

[
Q f
]
(x)+

[
Qg
]
(x);

LR4:
[
Q(λ f )

]
(x) = λ

[
Q f
]
(x).

Such lower transition rate operators furthermore satisfy the following properties—see
Reference [13] for a proof. For any lower transition rate operator Q and any two non-
negatively homogeneous operators A,B from L (X ) to L (X ):

LR5:
∥∥Q
∥∥≤ 2max

{∣∣[QIx](x)
∣∣ : x ∈X

}
<+∞ ;
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LR6:
∥∥QA−QB

∥∥≤ 2
∥∥Q
∥∥‖A−B‖ .

Note that properties LR1 and LR2 essentially preserve properties R1 and R2 from
Definition 3.2. The main difference lies in the fact that a rate matrix Q is a linear map,
whereas properties LR3 and LR4 merely require that a lower transition rate operator
Q is super-additive and non-negatively homogeneous. Therefore, every rate matrix is
clearly a lower transition rate operator, with the latter concept providing a generalisa-
tion of the former.

A first reason why this specific generalisation is of interest, is because it preserves
the relation between transition matrices and rate matrices that was established in Pro-
positions 3.2 and 3.3. Indeed, the following two results generalise these relations to
our current setting.

Proposition 7.3 (Reference [13, Proposition 5]). Consider any lower transition rate
operator Q, and any ∆ ∈ R≥0 such that ∆

∥∥Q
∥∥ ≤ 1. Then the operator (I +∆Q) is a

lower transition operator.

Proposition 7.4 (Reference [13, Proposition 6]). Consider any lower transition op-
erator T , and any ∆ ∈ R>0. Then the operator 1/∆(T − I) is a lower transition rate
operator.

Now, in our discussion of lower transition operators in Section 7.1, we mentioned
that lower transition operators can be interpreted as the lower envelope of a set of
transition matrices. As we are about to show, there is a similar connection between
lower transition rate operators and sets of rate matrices.

So consider any non-empty bounded set Q ⊆ R of rate matrices. Then for any
f ∈L (X ), if we let

[Q f ](x) := inf{[Q f ](x) : Q ∈Q} for all x ∈X , (38)

the resulting function Q f is again an element of L (X ),5 and therefore, Q is a map
from L (X ) to L (X ). We call this operator Q, as defined by Equation (38), the
lower envelope of Q. It is a matter of straightforward verification to see that Q is a
lower transition rate operator.

Proposition 7.5. For any non-empty bounded set Q ⊆ R of rate matrices, the cor-
responding operator Q : L (X )→ L (X ), as defined by Equation (38), is a lower
transition rate operator.

Inspired by this result, we will also refer to the lower envelope of Q as the lower
transition rate operator that corresponds to Q. However, this correspondence is not
one-to-one. As the following example establishes, different non-empty bounded sets
of rate matrices may have the same corresponding lower transition rate operator.

Example 7.1. For the sake of simplicity, we assume that the state space X has only
two elements, which allows us to work with 2× 2 matrices. Consider now two rate
matrices

A :=
[
−1 1

2 −2

]
and B :=

[
−3 3

1 −1

]
,

5 Since Q is bounded, N11 implies that, for all Q ∈Q, ‖Q f‖ ≤ ‖Q‖‖ f‖ ≤ ‖Q‖‖ f‖ < +∞. Therefore,
and since Q is non-empty, the components of Q f are bounded below by −‖Q‖‖ f‖, which implies that Q f
is a real-valued function on X .
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let C := 1/2(A+B) be their convex mixture, which is clearly also a rate matrix, and use
these matrices to define the sets Q1 := {A,B} and Q2 := {A,B,C}. Then clearly, Q1
and Q2 are two different, non-empty and bounded sets of rate matrices. Let Q1 and
Q2 be the lower transition rate operators that correspond to Q1 and Q2, respectively.
Then as we prove in Appendix I, these lower transition rate operators are identical, i.e.
Q1 = Q2. ♦

Of course, this should not really be surprising—Example 7.1 essentially establishes
that different sets can have the same infimum. However, it does lead to a natural ques-
tion: what do these different sets have in common?

Therefore, we next consider some fixed lower transition rate operator Q. All the
non-empty bounded sets Q of rate matrices that have Q as their lower envelope then
share a common property: they consist of rate matrices Q that dominate Q, in the sense
that Q f ≥ Q f for all f ∈L (X ). Therefore, each of these sets Q is contained in the
following set of dominating rate matrices:

QQ :=
{

Q ∈R : Q f ≥ Q f for all f ∈L (X )
}
. (39)

As our next result shows, this set QQ is non-empty and bounded, and has Q as its lower
envelope. Even stronger, the infimum in Equation (38) is reached—can be replaced by
a minimum.

Proposition 7.6. Consider a lower transition rate operator Q and let QQ be the cor-
responding set of dominating rate matrices, as defined by Equation (39). Then QQ
is non-empty and bounded and, for all f ∈L (X ), there is some Q ∈QQ such that
Q f = Q f .

Because of this result, and since—as discussed above—every non-empty bounded set
of rate matrices that has Q as its lower envelope is a subset of QQ, it follows that QQ
is the largest non-empty bounded set of rate matrices that has Q as its lower envelope.
Furthermore, as we show in Proposition 7.7 below, this set QQ is also closed and
convex, and has what we call separately specified rows.

Intuitively, we say that a set Q of rate matrices has separately specified rows if it is
closed under taking arbitrary combinations of rows from its elements. More formally,
if for every x ∈ X we let Qx := {Q(x, ·) : Q ∈ Q} denote the set of x-rows of the
matrices in Q, then we say that Q has separately specified rows if Q contains every
matrix Q that can be constructed by selecting, for all x ∈X , an arbitrary row Q(x, ·)
from Qx.

Definition 7.3. A set of rate matrices Q ⊆R has separately specified rows if

Q = {Q ∈R : (∀x ∈X ) Q(x, ·) ∈Qx} ,

where, for every x∈X , Qx := {Q(x, ·) : Q∈Q} is some given set of rows from which
the x-row Q(x, ·) of the rate matrices Q in Q is selected, independently of the other
rows.6

Proposition 7.7. Consider a lower transition rate operator Q and let QQ be the cor-
responding set of dominating rate matrices, as defined by Equation (39). Then QQ is
closed and convex, and has separately specified rows.

6 This concept is related to the separately specified local models that are often used in credal networks
—see, e.g., Reference [11]—and, for readers that are familiar with the literature on this latter subject, can be
regarded as the continuous-time analogue of this notion.
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These additional properties characterise QQ completely, in the sense that no other set
satisfies them.

Proposition 7.8. Consider any non-empty, bounded, closed and convex set of rate
matrices Q ⊆R with separately specified rows that has Q as its lower envelope. Then
Q = QQ.

Example 7.2. Let Q1 and Q2 be constructed as in Example 7.1, and let Q := Q1 = Q2
be their common lower transition rate operator. As we are about to show, the corres-
ponding set of dominating rate matrices QQ is then equal to

Q∗ := {Q ∈R : (∀x ∈X )Q(x, ·) ∈Qx}, (40)

where, for all x ∈X , Qx is given by

Qx := {λA(x, ·)+(1−λ )B(x, ·) : λ ∈ [0,1]} . (41)

First of all, as we shown in Appendix I, Q is also the lower transition operator
corresponding to Q∗. Furthermore, Q∗ is clearly non-empty, bounded, closed, con-
vex, has separately specified rows and, as we have just mentioned, has Q as its lower
transition rate operator. Therefore, by Proposition 7.8, it follows that Q∗ = QQ. ♦

We conclude from all of this that non-empty bounded sets of rate matrices are
more informative than lower transition rate operators, in the following sense. Different
non-empty bounded sets of rate matrices Q may have the same lower transition rate
operator Q and therefore, in general, knowledge of Q does not suffice to reconstruct Q;
we can only reconstruct an outer approximation QQ, which is guaranteed to include Q.
This changes if, besides non-empty and bounded, Q is also closed and convex and has
separately specified rows. In that case, Q serves as an alternative representation for
Q because, since Q = QQ, we can use Q to reconstruct Q. In other words: there is
a one-to-one correspondence between lower transition rate operators and non-empty,
bounded, closed and convex sets of rate matrices that have separately specified rows.

7.3 Corresponding Lower Transition Operators

Proposition 7.3 already established that we can fairly easily construct a lower trans-
ition operator from a given lower transition rate operator Q: if ∆ ≥ 0 is sufficiently
small, then I +∆Q will be a lower transition operator. In this section, we construct
a somewhat more complicated lower transition operator from a given lower transition
rate operator, and it is this specific lower transition operator on which we will focus
for the remainder of this work. In particular, we will introduce the lower transition
operator corresponding to a given lower transition rate operator.

To this end, we will assume here that we are given some arbitrary lower transition
rate operator Q, and any two time points t,s ∈ R≥0 such that t ≤ s. For any u ∈ U[t,s]
such that u = t0, . . . , tn, we then define the auxiliary operator

Φu :=
n

∏
i=1

(I +∆iQ) , (42)

where, as in Section 2.1, for every i ∈ {1, . . . ,n}, ∆i = ti− ti−1 denotes the difference
between two consecutive time points in u, and σ(u) := max{∆i : i ∈ {1, . . . ,n}} is the
maximum such difference. Clearly, if σ(u) is small enough, Proposition 7.3 guarantees
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that each of the terms I +∆iQ is a lower transition operator, and it then follows from
Proposition 7.1 that Φu—since it is a composition of lower transition operators—is
also a lower transition operator. The so-called lower transition operator corresponding
to Q will be defined below as the limit of these lower transition operators Φu, obtained
as we take u to be an increasingly finer partition of the interval [t,s].

However, before we can do that, we first need to establish that this limit indeed
exists. To this end, we start by providing a bound on the distance between two operators
Φu and Φu∗.

Proposition 7.9. Consider any t,s∈R≥0 with t ≤ s, any δ ∈R>0 such that δ
∥∥Q
∥∥≤ 1,

and any u,u∗ ∈U[t,s] such that σ(u)≤ δ and σ(u∗)≤ δ . Let C := s− t. Then

‖Φu−Φu∗‖ ≤ 2δC
∥∥Q
∥∥2

.

Note, therefore, that the distance ‖Φu−Φu∗‖ vanishes as we make σ(u) and σ(u∗)
smaller and smaller. This allows us to state the following result.

Corollary 7.10. For every sequence {ui}i∈N in U[t,s] such that limi→∞ σ(ui) = 0, the
corresponding sequence {Φui}i∈N is Cauchy.

Since we already know that, for partitions u that are sufficiently fine, Φu is a lower
transition operator, Proposition 7.2 now implies that this Cauchy sequence converges
to a limit, and that this limit is again a lower transition operator.

Corollary 7.11. For every sequence {ui}i∈N in U[t,s] such that limi→∞ σ(ui) = 0, the
corresponding sequence {Φui}i∈N converges to a lower transition operator.

Finally, as our next result establishes, this limit is unique, in the sense that it is
independent of the choice of {ui}i∈N.

Theorem 7.12. For any t,s∈R≥0 such that t ≤ s and any lower transition rate operator
Q, there is a unique lower transition operator T ∈ T such that

(∀ε > 0)(∃δ > 0)(∀u ∈U[t,s] : σ(u)≤ δ ) ‖T −Φu‖ ≤ ε. (43)

Note that the ε − δ expression in Theorem 7.12 is a limit statement. Specifically,
it is a limit of operators Φu corresponding to increasingly finer partitions u of the in-
terval [t,s]. In the sequel, whenever such a unique limit exists and equals some lower
transition operator T , we will denote it as

lim
σ(u)→0

{
Φu : u ∈U[t,s]

}
= T . (44)

Here, the notation is understood to indicate that the limit of these operators Φu is inde-
pendent of the exact choice of {ui}i∈N in U[t,s], so long as limi→∞ σ(ui) = 0.

We are now ready to define the lower transition operator corresponding to Q,
which is the operator in which we will be interested for the remainder of this work.

Definition 7.4 (Corresponding Lower Transition Operator). Consider any t,s ∈ R≥0
such that t ≤ s and let Q be an arbitrary lower transition rate operator. The correspond-
ing lower transition operator Ls

t is a map from L (X ) to L (X ), defined by

Ls
t := lim

σ(u)→0

{
Φu : u ∈U[t,s]

}
,

where the limit is understood as in Equation (44).
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7.4 Properties of Corresponding Lower Transition Operators

We will next establish that this operator Ls
t satisfies a number of convenient properties.

In particular, we will focus on the family T Q of lower transition operators correspond-
ing to a given lower transition rate operator Q.

Definition 7.5 (Lower Transition Operator System). Let Q be an arbitrary lower trans-
ition rate operator. Then, the lower transition operator system corresponding to Q is
the family T Q of lower transition operators Ls

t corresponding to Q, defined for all
t,s ∈ R≥0, with t ≤ s, as in Definition 7.4.

Our first result is that this family T Q satisfies the same semi-group property that
was found to hold for the transition matrix system TP of a Markov chain P ∈ PM in
Section 5.

Proposition 7.13. Let Q be an arbitrary lower transition rate operator, and let T Q be
the corresponding lower transition operator system. Then, for all t,r,s ∈ R≥0 such that
t ≤ r ≤ s, it holds that

Ls
t = Lr

t Ls
r.

Furthermore, for all t ∈ R≥0, we have that Lt
t = I.

Our next result is that this family T Q is time-homogeneous:

Proposition 7.14. Let Q be an arbitrary lower transition rate operator, and let T Q be
the corresponding lower transition operator system. Then, for all t,s ∈ R≥0 such that
t ≤ s, we have that Ls

t = Ls−t
0 .

Finally, we find that the derivatives of these lower transition operators always exist,
and that they furthermore satisfy the following simple equalities.

Proposition 7.15. Let Q be an arbitrary lower transition rate operator, and let T Q be
the corresponding lower transition operator system. Then, for all t,s ∈ R≥0 such that
t ≤ s, it holds that7

∂

∂ t
Ls

t =−QLs
t and

∂

∂ s
Ls

t = QLs
t .

We would like to point out here that the derivatives in this result are not taken
pointwise, but are taken with respect to the operator norm. For example, for t = 0 and
s > 0, Proposition 7.15 does not state that

d
ds

Ls
0 f = QLs

0 f for all f ∈L (X ), (45)

but rather that

lim
∆→0

∥∥∥∥∥Ls+∆

0 −Ls
0

∆
−QLs

0

∥∥∥∥∥= 0. (46)

Of these two statements, the latter is the strongest one, in the sense that it trivially
implies the former. Hence, although from an intuitive point of view, the reader may

7 If 0 = t < s, the derivative with respect to t is taken to be a right derivative. If t = s, the derivative with
respect to s is taken to be a right derivative and the derivative with respect to t is taken to be a left derivative
(or becomes meaningless if t = 0).
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wish to interpret the results in Proposition 7.15 as in Equation (45)—which would be
correct—one should keep in mind that from a technical point of view, the result is in
fact stronger, and is intended to be read as in Equation (46).

It is also worth noting that, as a consequence of Propositions 7.15 and 7.13, the
operator Ls

t satisfies the following differential equation:

∂

∂ s
Ls

t = QLs
t , Lt

t = I .

Observe, therefore, the strong correspondence between the operator Ls
t corresponding

to some Q, and the matrix exponential eQ(s−t) of a rate matrix Q ∈R. In particular, as
is very well known [45, Equation 4.4], this matrix exponential is the unique solution of
the differential equation

∂

∂ s
eQ(s−t) = QeQ(s−t) , eQ(t−t) = I .

Now, recall that any rate matrix Q is also a lower transition rate operator. It then follows
from the above that the lower transition operator Ls

t that corresponds to this Q = Q is
given by Ls

t = eQ(s−t). Hence, more generally, Ls
t can be regarded as a generalised

version of the matrix exponential of a transition rate matrix, and—with some slight
abuse of terminology—can be considered to be the ‘matrix exponential’ of the lower
transition rate operator Q.

Another closely related observation is that, if Q = Q for some Q ∈ R, then the
family T Q is equal to TQ, which is the exponential transition matrix system from
Definition 3.5 that, by Corollary 5.3, is known to correspond to a well-behaved ho-
mogeneous Markov chain P ∈ PWHM. Interestingly, then, the family T Q maintains
the convenient properties of differentiability, time-homogeneity, and “Markovian-like”
factorisation, when instead of some rate matrix Q we replace it by a lower transition
rate operator Q.

Mathematical niceties aside, we are of course not really interested in the trivial case
where Q=Q. Instead, we wish to use the lower transition operator Ls

t to compute lower
expectations for imprecise continuous-time Markov chains. We will show in the next
section that this is indeed possible.

8 Connecting ICTMC’s and Lower Transition Operators

As we know from Section 7.1, lower transition operators are essentially just lower
envelopes of transition matrices. Combined with the fact that transition matrices are
a convenient tool for representing and computing expectations in a Markov chain, it
seems intuitive to expect that, similarly, lower transition operators can be used to rep-
resent and compute lower expectations in an imprecise Markov chain. We will show in
this section that this is indeed the case.

In particular, we establish in this section that for ICTMC’s that are of the type PWM
Q,M

or PW
Q,M , with Q having separately specified rows, we can use the lower transition

operator Ls
t to represent and compute conditional lower expectations of functions f (Xs)

that depend on the state Xs at a single time point s in the future. The treatment of more
general functions is deferred to Section 9.
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8.1 Lower Transition Operators as a Representational Tool

In order to establish a connection between the operator Ls
t and the lower expectations

that correspond to an ICTMC, it is important to realise that the latter is derived from a
set Q of transition rate matrices—as in Definition 6.4—whereas the former is derived
from a lower transition rate operator Q—as in Definition 7.4. Therefore, we clearly
need to start by creating a link between Q and Q. Fortunately, we have already seen
in Section 7.2 that there is a strong connection between sets of rate matrices Q and
lower transition rate operators Q. In particular, any set Q has a corresponding lower
transition rate operator Q, which computes the lower envelope with respect to Q, as in
Equation (38). It is exactly this connection between sets of transition rate matrices and
lower transition rate operators that we will use here to establish a connection between
the operator Ls

t and the lower expectations that correspond to an ICTMC.
To start with, as the following result shows, for any lower transition rate operator

Q, the corresponding lower transition operator Ls
t provides a lower bound on the condi-

tional expectations EP[ f (Xs) |Xt = xt ,Xu = xu] of any well-behaved stochastic process
P ∈ PW

Q that is consistent with a set of rate matrices Q that has Q as its the lower
envelope.

Proposition 8.1. Consider a non-empty bounded set of rate matrices Q whose cor-
responding lower transition rate operator is Q, and let T Q be the corresponding lower
transition operator system. Then, for any P ∈ PW

Q , any t,s ∈ R≥0 such that t ≤ s, any
u ∈U<t , any xt ∈X and xu ∈Xu, and any f ∈L (X ):

EP[ f (Xs) |Xt = xt ,Xu = xu]≥ [Ls
t f ](xt).

Notice that this result is stated for stochastic processes P in PW
Q , whose initial dis-

tributions P(X0) are not required to belong to some given set of initial distributions M .
However, of course, since PW

Q,M is a clearly a subset of PW
Q , the same result also holds

for any choice of such M .
Our next result establishes that the bound in Proposition 8.1 is tight if Q has sep-

arately specified rows. Specifically, we show that Ls
t f can then be approximated to

arbitrary precision by carefully choosing a Markov process P from the set PWM
Q,M .

Proposition 8.2. Let M be a non-empty set of probability mass functions on X , let
Q be a non-empty bounded set of rate matrices that has separately specified rows, with
corresponding lower transition rate operator Q, and let T Q be the corresponding lower
transition operator system. Then for all t,s ∈ R≥0 such that t ≤ s, all f ∈L (X ), and
all ε ∈ R>0, there is a well-behaved Markov chain P ∈ PWM

Q,M such that

|EP[ f (Xs) |Xt = xt ]− [Ls
t f ](xt)|< ε for all xt ∈X .

Together, Propositions 8.1 and 8.2 establish a strong connection between the oper-
ator Ls

t and the lower expectations that correspond to PWM
Q,M or PW

Q,M . In particular, for
Q with separately specified rows, and for functions f (Xs) that depend on the state Xs
at a single time point s in the future, these three objects end up being identical.

Corollary 8.3. Let M be a non-empty set of probability mass functions on X , let Q
be a non-empty bounded set of rate matrices that has separately specified rows, with
corresponding lower transition rate operator Q, and let T Q be the corresponding lower
transition operator system. Then, for all t,s∈R≥0 such that t ≤ s, all u∈U<t , xu ∈Xu
and xt ∈X , and all f ∈L (X ):

EW
Q,M [ f (Xs) |Xt = xt ,Xu = xu] = EWM

Q,M [ f (Xs) |Xt = xt ,Xu = xu] = [Ls
t f ] (xt).
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Hence, we find that there is indeed a correspondence between the operator Ls
t and

the lower expectations that correspond to ICTMC’s.
This result also helps to clarify why we choose to call PW

Q,M an imprecise Markov
chain, despite the fact that it contains processes that do not satisfy the Markov property.
In order to see that, observe that Corollary 8.3 holds for all histories xu ∈Xu and any
sequence of time points u ∈U<t . Therefore, and because the definition of Ls

t does not
depend on this choice of u and xu, it follows that for Q with separately specified rows:

EWM
Q,M [ f (Xs) |Xt = xt ,Xu = xu] = EWM

Q,M [ f (Xs) |Xt = xt ] (47)

and
EW

Q,M [ f (Xs) |Xt = xt ,Xu = xu] = EW
Q,M [ f (Xs) |Xt = xt ]. (48)

In other words, the conditional lower expectations EWM
Q,M and EW

Q,M satisfy an impre-
cise Markov property: conditional on the state at time t, the lower expectation of a
function f (Xs) at a future time point s is functionally independent of the states at time
points u that precede t. For the lower expectation EWM

Q,M , this is of course to be ex-
pected: since EWM

Q,M is the lower envelope of the set of Markov processes PWM
Q,M , it is

not surprising that this lower envelope itself satisfies a Markov property as well. In
fact, for this reason, Equation (47) is clearly also true if Q does not have separately
specified rows. The most important message here though is that EW

Q,M also satisfies
such an imprecise Markov property. In this case, this result is far from trivial, because
the individual processes in PW

Q,M are not required to—and usually do not—satisfy a
Markov property. It remains an open question at this point whether Equation (48) also
holds if Q does not have separately specified rows.

That being said, Corollary 8.3 also establishes that the correspondence between Ls
t

and ICTMC’s is not one-to-one. For starters, Ls
t computes the lower expectation for

two different sets of processes: PWM
Q and PW

Q . Furthermore, we know from Section 7.2
that different sets Q1 and Q2 may have the same corresponding lower transition rate
operator Q. Hence, whenever this is the case, Ls

t will—assuming the conditions in
Corollary 8.3 are met by both Q1 and Q2—compute the lower expectation with respect
to the sets of stochastic processes PWM

Q1
, PWM

Q2
, PW

Q1
and PW

Q2
.

A particularly interesting special case corresponds to the situation where Q1 is a
non-empty bounded set of rate matrices Q that has separately specified rows, and Q2
is its closed convex hull, which, because of Proposition 7.8, is equal to QQ, where Q is
the lower transition rate operator that corresponds to Q. The two sets of transition rate
matrices Q and QQ then clearly (i) have the same lower corresponding lower transition
rate operator Q and (ii) satisfy the conditions in Corollary 8.3. Therefore, it follows
from the preceding argument that the resulting lower expectations are identical and, in
particular, that

EWM
Q [ f (Xs) |Xt = xt ,Xu = xu] = EW

QQ
[ f (Xs) |Xt = xt ,Xu = xu] = [Ls

t f ](xt),

which in turn immediately implies that for any set of stochastic processes P such that
PWM

Q ⊆P ⊆ PW
QQ

:

E[ f (Xs) |Xt = xt ,Xu = xu] = [Ls
t f ](xt), (49)

where E is the lower expectation with respect to P , as defined in Equation (31).
A common feature of these sets of stochastic processes P , is that each of their

elements P is well-behaved and consistent with QQ. An obvious question, then, is
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whether this feature is necessary in order for Equation (49) to hold. The following
result establishes that this is indeed the case.

Theorem 8.4. Let Q be an arbitrary lower transition rate operator, with QQ its set of
dominating rate matrices, and let T Q be the corresponding lower transition operator
system. Then the largest set of stochastic processes P for which the corresponding
conditional lower expectation operator E[· | ·]—as defined in Equation (31)—satisfies

E[ f (Xs) |Xt = xt ,Xu = xu] = [Ls
t f ](xt)

for all t,s ∈ R≥0 such that t ≤ s, all u ∈ U<t , all xt ∈ X and xu ∈ Xu, and every
f ∈L (X ), is the set PW

QQ
.

We regard this result as a vindication for our choice to focus on well-behaved
stochastic processes—instead of more restricted ones, such as, say, continuous or dif-
ferentiable stochastic processes. Since our aim here is to use Ls

t as a representational
and computational tool for lower expectations, it follows from this result that in or-
der to be able to do this, it is indeed necessary to impose this minimal property of
well-behavedness.

8.2 Lower Transition Operators as a Computational Tool

An important consequence of the fact that the lower expectations EWM
Q,M and EW

Q,M can
be conveniently represented by the operator Ls

t —at least for functions of the state at a
single time point in the future—is that we can focus our computational efforts on eval-
uating this operator Ls

t , thereby abstracting away all the technicalities of dealing with
lower expectations with respect to sets of stochastic process. Of course, in practice,
we are only interested in a finite precision approximation of Ls

t f , and we will therefore
focus on computing Ls

t f within some guaranteed ε-bound.
The construction of the operator Ls

t in Section 7 already suggests how we can do
this; namely, by using a finite-precision approximation of Ls

t using the auxiliary oper-
ator Φu := ∏

n
i=1(I +∆iQ). Recall from Section 7 that the approximation of Ls

t by Φu
becomes better as we take u ∈ U[t,s] to be an increasingly finer partition of the inter-
val [t,s]. The following result tells us exactly how fine this partition needs to be for a
specific function f ∈L (X ), in order to guarantee an ε-error bound on Ls

t f .

Proposition 8.5. Let Q be a lower transition rate operator, choose any t,s ∈ R≥0 such
that t ≤ s, and let Ls

t be the lower transition operator corresponding to Q. Then for any
f ∈L (X ) and ε ∈ R>0, if we choose any n ∈ N such that

n≥max
{
(s− t)

∥∥Q
∥∥ , 1

2ε
(s− t)2∥∥Q

∥∥2 ‖ f‖v

}
,

with ‖ f‖v := max f −min f , we are guaranteed that∥∥∥∥∥Ls
t f −

n

∏
i=1

(I +∆Q) f

∥∥∥∥∥≤ ε,

with ∆ := (s−t)/n.

Simply put, this result tells us that if we can compute Qg for all g ∈ L (X ),
then we can also approximate the quantity Ls

t f to arbitrary precision, for any given
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f ∈ L (X ). Therefore, and because of our results in Section 8.1, if Q is the lower
transition rate operator that corresponds to a given set Q that is non-empty, bounded
and has separately specified rows, the non-linear optimization problem of computing
EWM

Q [ f (Xs)|Xt = xt ,Xu = xu] or EW
Q [ f (Xs)|Xt = xt ,Xu = xu] reduces to the problem of

computing Qgi for n different functions gi ∈L (X ), with n ∈ N as in Proposition 8.5.
In the remainder of this section, we will numerically illustrate this method of com-

puting the conditional lower expectation of a given function f ∈L (X ). In order to
make this illustration less abstract, we consider the context of the simple disease model
that was put forward in Example 1.1 in Section 1. To this end, we first construct a
parameter set Q that we will use in the examples to come.

Example 8.1. Consider again the binary-state disease model from Example 1.1, mod-
elling a person periodically becoming sick and recovering after some time. The state
space here is of the form X = {healthy,sick}, and we wish to specify numerical
values for the rate at which the two possible transitions occur; that is, the transitions
from healthy to sick, and from sick to healthy.

If we were using a precise homogeneous Markov chain P ∈ PWHM, it would suffice
to select a single rate matrix Q ∈R, which, in this binary case, would be of the form

Q =

[
−a a

b −b

]
for some a,b ∈ R≥0.

The parameter a here is the rate at which a healthy person becomes sick. Technically,
this means that if a person is healthy at time t, the probability that he or she will be sick
at time t +∆, for small ∆, is very close to ∆a. More intuitively, if we take the time unit
to be one week, it means that he or she will, on average, become sick after 1/a weeks.
The parameter b is the rate at which a sick person becomes healthy again, and has a
similar interpretation. In other words, if we would for example say that a = 1/52 and
b = 1, then this would mean that—on average—we expect that a healthy person will
stay healthy for about one year—52 weeks—and that a sick person will remain sick for
one week.

In practice, assessing the exact values of a and b may be difficult, especially if we
want them to be reliable. In those cases, instead of modelling our problem by means
of a precise continuous-time Markov chain, we can consider an ICTMC. We then no
longer need to assess a single transition rate matrix Q, but only need to specify a set
of rate matrices Q to which we think Q might belong. Suppose for example that we
feel confident in saying that the average time for a healthy person to become sick lies
somewhere in between four months and a year, and that the average time for a sick
person to recover is situated somewhere in between half a week and two weeks. The
corresponding set of transition rate matrices is then given by

Q :=
{[
−a a

b −b

]
: a ∈

[
1

52
,

3
52

]
,b ∈

[
1
2
,2
]}

, (50)

with the time unit again being one week. Note that Q here is clearly non-empty,
bounded, closed, convex, and has separately specified rows. As such, this set will
satisfy all the preconditions necessary to be used in the examples that follow. ♦

As mentioned above, for a given set Q, Proposition 8.5 allows us to reduce the
problem of computing conditional lower expectations to the problem of evaluating the
lower transition operator Q of Q, as defined in Equation (38). In theory, the latter could
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still be a difficult problem, since Q can be very complicated—we only require that it
is non-empty and has separately specified rows. However, in practice, Q will typic-
ally be described by means of linear constraints, and computing Qg is then a standard
constrained linear optimisation problem, which is easily solved by means of linear pro-
gramming techniques. We will henceforth assume that the optimisation problem in
Equation (38) is solvable. However, as we have just explained, the complexity of this
problem will depend on the exact form of Q.

For the set Q of Example 8.1, as defined by Equation (50), the constraints that we
are dealing with are simple box-constraints. Furthermore, because the state space X
contains only two states in this specific example model, computing Qg is particularly
easy, regardless of the choice of g ∈ L (X ). This is made explicit in the following
example, where we also compute the quantity

∥∥Q
∥∥ that is required for the numerical

computations that follow.

Example 8.2. Consider the set Q of Example 8.1, as defined by Equation (50), let
Q be the corresponding lower transition rate operator, and consider any g ∈ L (X ).
Furthermore, for the sake of notational convenience, let us abbreviate healthy as h

and sick as s. It then follows from Equation (38) that

[Qg](h) := inf{[Qg](h) : Q ∈Q}= inf
{[
−a a

][ g(h)
g(s)

]
: a ∈

[
1

52
,

3
52

]}
= inf

{
a
(
g(s)−g(h)

)
: a ∈

[
1

52
,

3
52

]}
,

and therefore, that

[Qg](h) =

{
1/52
(
g(s)−g(h)

)
if g(s)≥ g(h)

3/52
(
g(s)−g(h)

)
if g(s)≤ g(h).

(51)

In a completely analogous way, we also find that

[Qg](s) =

{
1/2
(
g(h)−g(s)

)
if g(s)≤ g(h)

2
(
g(h)−g(s)

)
if g(s)≥ g(h).

(52)

Using these observations, we can now compute
∥∥Q
∥∥. If g ∈L (X ) is such that

‖g‖= 1, then clearly, it follows from Equation (51) that the highest possible value for∣∣[Qg](h)
∣∣ is 3/52—for g(s) =−1 and g(h) = 1—and similarly, using Equation (52), we

find that the highest possible value for
∣∣[Qg](s)

∣∣ is 4—for g(s) = 1 and g(h) = −1.
Since ∥∥Q

∥∥= sup
{∥∥Qg

∥∥ : g ∈L (X ), ‖g‖= 1
}

= sup
{

max
{∣∣[Qg

]
(x)
∣∣ : x ∈X

}
: g ∈L (X ), ‖g‖= 1

}
,

this implies that
∥∥Q
∥∥= 4. ♦

We now have everything in place to demonstrate the use of Proposition 8.5 for
numerically computing conditional lower expectations.

Example 8.3. Consider again the set of rate matrices Q from Example 8.1, which, as
we have seen there, expresses that the rate a at which a healthy person becomes sick
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belongs to the interval [1/52,3/52], and the rate b at which a sick person becomes healthy
belongs to the interval [1/2,2].

Depending on the extra assumptions that we impose, we can now consider three
different ICTMC’s. If we believe that the rates a and b remain constant over time, and
interpret the intervals [1/52,3/52] and [1/2,2] as bounds on these unknown but constant
rates, then we can model our problem by means of the ICTMC PWHM

Q,M . If, on the other
hand, we think that the rates a and b might vary within these bounds as time progresses,
then we should use the ICTMC’s PWM

Q,M or PW
Q,M instead, where the former assumes

that the time-dependent rates a and b cannot be influenced by the value of the past states
of the process, whereas the latter does not make such an assumption. The choice of M
does not matter, because it will not effect any of the computations in this example; we
therefore drop it from our notation.

Suppose now that we are interested in the lower probability that a person is sick
one week from now, given that he or she is currently also sick. That is, we want to
compute the conditional lower probability P(X1 = sick |X0 = sick), which—using
the abbreviation of Example 8.2—we will denote by P(X1 = s |X0 = s). Then as we
know from Equation (33), this is equivalent to computing E[Is(X1) |X0 = s].

The result of this computation will, generally speaking, depend on our choice of
ICTMC. In this example, we consider PWM

Q or PW
Q . The choice between these two does

not make any difference, because it follows from Corollary 8.3 that8

EW
Q [Is(X1) |X0 = s] = EWM

Q [Is(X1) |X0 = s] = [L1
0Is](s).

Hence, our problem has now been reduced to the task of computing [L1
0Is](s).

Proposition 8.5 tells us that we can approximate this quantity by using a fine enough
partition of the time interval [0,1]. We will be using a maximum error for this compu-
tation of ε := 10−3. Furthermore, in this case, the length of the time interval is equal to
(s− t) = 1, the difference between the maximum and minimum of Is is ‖Is‖v = 1, and
due to our choice of Q, we have

∥∥Q
∥∥= 4, as in Example 8.2. Hence, if we subdivide

the time interval into n steps, with

n = max
{
(s− t)

∥∥Q
∥∥ , 1

2ε
(s− t)2∥∥Q

∥∥2 ‖ f‖v

}
= max{4,8000}= 8000,

resulting in a step size of ∆ = (s−t)/n = 1.25× 10−4, then Proposition 8.5 guarantees
that we can approximate [L1

0Is]—with a maximum error of ε—by

n

∏
i=1

(I +∆Q)Is =
8000

∏
i=1

(I +∆Q)Is =

(
7999

∏
i=1

(I +∆Q)

)(
(I +∆Q)Is

)
.

We start by computing the right-most factor on the right-hand side of this equation.
Using Equations (51) and (52) in Example 8.2, we find that

[QIs](x) =

{
1/52 if x = h

−2 if x = s
for all x ∈X ,

8 Actually, in this particular—binary—case, it can be shown that PWHM
Q would lead to the exact same

result. However, in general, as we have seen in Example 6.2, this will not be the case.
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and therefore, it follows that

g1(x) := [(I +∆Q)Is](x) = [Is](x)+∆[QIs](x)

=

{
2.4038×10−5 if x = h

0.9975 if x = s
for all x ∈X .

Having completed this first step, we now have that

n

∏
i=1

(I +∆Q)Is =
7999

∏
i=1

(I +∆Q)g1 =

(
7998

∏
i=1

(I +∆Q)

)(
(I +∆Q)g1

)
.

At this point, we simply keep on repeating this process, computing g2 := (I +∆Q)g1,
then g3 := (I +∆Q)g2, and so on. In this way, after j steps, we find that

n

∏
i=1

(I +∆Q)Is =
8000− j

∏
i=1

(I +∆Q)g j

and after completing all n steps, we eventually find that

n

∏
i=1

(I +∆Q)Is = gn =

{
0.0083 if x = h

0.1410 if x = s
for all x ∈X ,

from which we conclude that

PW
Q(X1 = s |X0 = s) = PWM

Q (X1 = s |X0 = s) =
[
L1

0Is
]
(s)

= gn(s)± ε = 0.141±0.001,

where the third equality9 follows from the error bound that is guaranteed by Proposi-
tion 8.5. ♦

This iterative procedure for computing Ls
t f , as illustrated in the above example, is

outlined in Algorithm 1. The algorithm first finds the number of steps required to reach
the given precision ε (Line 2), and computes from this the corresponding step size ∆

(Line 3). Starting with the function g0 := f (Line 4), the algorithm iteratively computes
the function gi := (I +∆Q)g(i−1) (Line 6). After repeating this for n steps (Line 5), the
returned function gn (Line 8) corresponds to Ls

t f ± ε , due to Proposition 8.5. The
algorithm takes for granted that

∥∥Q
∥∥ is known and/or can be derived from Q; if this is

not the case, then the algorithm should be adapted accordingly, by replacing the norm∥∥Q
∥∥ with an upper bound, such as the one that is provided in LR5.

9 A General Framework for Computing Lower Expectations

Having shown in the previous Section 8.1 that the operator Ls
t allows us to compute

conditional lower expectations for functions f ∈L (X ) that are defined on the state

9 Formally, we should write this equality as [L1
0Is](s)∈ [gn(s)−ε,gn(s)+ε] or, completely equivalently,

as gn(s) ∈
[
[L1

0Is](s)− ε, [L1
0Is](s)+ ε

]
. However, we find the shorthand [L1

0Is](s) = gn(s)± ε equally
clear. Furthermore, we will later consider similar statements for functions, which we can write much more
succinctly with this minor abuse of notation—with the understanding that the above inclusion should then
be taken point-wise.
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Algorithm 1 Numerically compute Ls
t f for any f ∈L (X ).

Input: A lower transition rate operator Q, two time points t,s ∈R≥0 such that t ≤ s, a
function f ∈L (X ) and a maximum numerical error ε ∈ R>0.

Output: A function Ls
t f ± ε in L (X ).

1: function COMPUTELF(Q, t,s, f ,ε)

2: n←
⌈

max
{(

(s−t)2‖Q‖2‖ f‖v
)
/2ε, (s− t)

∥∥Q
∥∥}⌉

3: ∆← (s−t)/n

4: g0← f
5: for i ∈ {1, . . . ,n} do
6: gi← g(i−1)+∆Qg(i−1)
7: end for
8: return gn
9: end function

at a single future time point, we will now turn our attention to functions defined on
multiple time points.

We will start by considering conditional lower expectations, where the condition-
ing is done with respect to the states xu at a finite sequence of time points u. In this
context, we distinguish between two different classes of functions. We begin in Sec-
tion 9.1 by considering functions f ∈ L (Xu∪s) and lower expectations of the form
E[ f (Xu,Xs) |Xu = xu], with s a single future time point. Thus, although the function
f depends on multiple time points, all but one of these time points coincide with the
time points on which we are conditioning. This is then generalised in Section 9.2 to
functions f ∈L (Xu∪v) and lower expectations E[ f (Xu,Xv) |Xu = xu], where v is now
a finite sequence of future time points. We end in Section 9.3 by showing how to com-
pute unconditional lower expectations of the form E[ f (Xu)], where u is again a finite
sequence of time points.

9.1 Multi-Variable Functions on a Single Future Time Point

Consider a non-empty sequence of time points u = t0, . . . , tn ∈ U /0 and a single future
time point s> u. Let f ∈L (Xu∪s) be a function that depends on the states at these time
points. Then for any stochastic process P and any history xu ∈Xu, the corresponding
conditional expectation of such a function is well known to satisfy the following simple
property:

EP[ f (Xu,Xs) |Xu = xu] = EP[ f (xu,Xs) |Xu = xu].

Therefore, and because a lower expectation is an infimum over expectations, we find
that also

E[ f (Xu,Xs) |Xu = xu] = E[ f (xu,Xs) |Xu = xu]. (53)

While writing down these equations, we have implicitly introduced a notational
convention that should be intuitively clear: we interpret the function f (xu,Xs) as the
restriction of f (Xu,Xs) to the state Xs, for the fixed state assignment xu. A more
formal—but completely equivalent—way of doing this, is to identify f (xu,Xs) with a
function fxu ∈L (Xs) = L (X ), defined by fxu(xs) := f (xu,xs) for all xs ∈X . With
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this notation, the equation above then turns into

E[ f (Xu,Xs) |Xu = xu] = E[ fxu(Xs) |Xu = xu],

and in this way, it becomes clear that the problem of computing E[ f (Xu,Xs) |Xu = xu] is
completely equivalent to the problem that we have considered in the previous section,
which is to compute lower expectations of functions that depend on the state at a single
future time point. In particular, under the conditions of Corollary 8.3, we find that

EW
Q,M [ f (Xu,Xs) |Xu = xu] = EWM

Q,M [ f (Xu,Xs) |Xu = xu] =
[
Ls

tn fxu

]
(xtn).

However, note that the quantity [Ls
tn fxu ](xtn) still depends on the entire state assignment

xu ∈Xu, and not just on the state xtn .
In order to unify our notation, we therefore stipulate the following convention. For

any s ∈ R>0 and any u ∈ U<s with u 6= /0 such that u = t0, . . . , tn, we allow Ls
tn to be

applied to any f ∈ L (Xu∪s), by applying it to the restriction of f to the latest time
point at which it is defined—the time point s, in this case. Because this restriction
depends on the state assignment xu at the other time points, the result is a function
[Ls

tn f ] ∈L (Xu). In short, we stipulate for any f ∈L (Xu∪s) that

[Ls
tn f ](xu) := [Ls

tn fxu ](xtn) := [Ls
tn f (xu,Xs)](xtn) for all xu ∈Xu. (54)

Using this notational convention, the following corollary formalises the fact that
our previous results also apply to functions in L (Xu∪s).

Corollary 9.1. Let M be an arbitrary non-empty set of probability mass functions on
X , let Q be an arbitrary non-empty bounded set of rate matrices that has separately
specified rows, with corresponding lower transition rate operator Q, and let T Q be the
corresponding lower transition operator system. Then, for all s∈R>0, all u∈U<s such
that u 6= /0 and all f ∈L (Xu∪s):

EW
Q,M [ f (Xu,Xs) |Xu] = EWM

Q,M [ f (Xu,Xs) |Xu] =
[
Ls

tn f
]
(Xu).

Now, since Ls
tn f must be read as a separate application of the operator Ls

tn to every
fxu , for xu ∈Xu, it follows that we can compute Ls

tn f by applying Algorithm 1 multiple
times. The method for this computation is outlined in Algorithm 2, which can be read
as follows.

The algorithm starts by allocating space for a new function g ∈L (Xu) (Line 2),
which will be the result of the algorithm. Then, for each state assignment xu ∈Xu (Line
3), it computes the value of g(xu) (Lines 4-6), as follows. First, we take the restriction
of f ∈L (Xu∪s) to the state Xs, for a specific state assignment xu (Line 4). Since the
resulting function fxu := f (xu,Xs) belongs to L (X ), we can then approximate Ls

tn fxu

using Algorithm 1 (Line 5), where tn is the last time point in u. The resulting function
f̂xu = Ls

tn fxu ± ε is then a function in L (Xtn), which, as we know from Equation (54),
can be evaluated in xtn—the restriction of xu to the time point tn—to obtain the value
g(xu) = [Ls

tn f ](xu)± ε of g in xu (Line 6). Therefore, up to a maximum error of ε , the
returned function g (Line 8) will be equal to Ls

tn f .

9.2 Multi-Variable Functions on Multiple Future Time Points

We next consider functions f ∈L (Xu∪v), where u = t0, . . . , tn is a sequence of time
points in a process’s history, on which we intend to condition, and v = s0, . . . ,sm is a se-
quence of time points in a process’s future; hence, we have that s0 > tn. For functions of
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Algorithm 2 Numerically compute Ls
tn f for any f ∈L (Xu∪s).

Input: A lower transition rate operator Q, a time point s ∈ R≥0, a sequence of time
points u ∈ U<s with u = t0, . . . , tn, a function f ∈L (Xu∪s), and a maximum nu-
merical error ε ∈ R>0.

Output: A function Ls
tn f ± ε in L (Xu).

1: function COMPUTELUF(Q,u,s, f ,ε)
2: g← g ∈L (Xu) . Allocate space for g ∈L (Xu)
3: for xu ∈Xu do . Compute g(xu) for all xu ∈Xu
4: fxu ← f (xu,Xs)
5: f̂xu ← COMPUTELF(Q, tn,s, fxu ,ε) . Run Agorithm 1
6: g(xu)← f̂xu(xtn)
7: end for
8: return g
9: end function

this kind, it—surprisingly—turns out that computing the conditional lower expectation
with respect to PW

Q,M is easier than for PWM
Q,M . We start in this section by showing how

to do this for the former set, that is, how to compute the conditional lower expectation

EW
Q,M [ f (Xu,Xv) |Xu], (55)

and then go on to provide a counter example to illustrate that, unfortunately, this
method does not work for the latter set, that is, for lower expectations with respect
to PWM

Q,M .
As we have seen in the previous sections, we can use the operator Ls

t to compute
lower expectations of functions that depend on the state at a single future time point,
provided that Q is non-empty, bounded, and has separately specified rows. We here
show that if Q is additionally convex, then we can do the same for functions that
depend on multiple future time points. The reason why this is the case is Theorem 6.5.
In particular, because of that theorem, if Q is convex, we can decompose the lower
expectation in Equation (55) as follows:

EW
Q,M [ f (Xu,Xv) |Xu] = EW

Q,M

[
EW

Q,M [ f (Xu,Xv) |Xu,Xv\{sm}]
∣∣Xu
]
, (56)

where sm is the last time point in v = s1, . . . ,sm. The essential feature of this decom-
position is that the inner lower expectation on the right-hand side of the equality is
conditioned on all the time points in u and v \ {sm}, or equivalently, that this lower
expectation is taken with respect to a single future time point sm. Therefore, it follows
from the discussion in Section 9.1, and from Corollary 9.1 in particular, that

EW
Q,M [ f (Xu,Xv) |Xu,Xv\{sm}] =

[
Lsm

sm−1
f
](

Xu,Xv\{sm}
)
,

which, by substituting the inner lower expectation in Equation (56), implies that

EW
Q,M [ f (Xu,Xv) |Xu] = EW

Q,M

[[
Lsm

sm−1
f
](

Xu,Xv\{sm}
) ∣∣Xu

]
.

In this way, our original problem, which was to compute EW
Q,M [ f (Xu,Xv) |Xu], has

been reduced to a completely analogous—but smaller-sized—problem; the only differ-
ence is that f has been replaced by a new function, which no longer depends on Xu and
Xv, but only on Xu and Xv\sm .
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We can now simply apply this step over and over again, by repeatedly removing the
last remaining time point sm−1,sm−2, . . . ,s0 and, at each step, replacing the inner lower
expectation with the operator Lsm−1

sm−2 ,L
sm−2
sm−3 , . . . ,L

s0
tn . Because v is finite, this process

eventually stops, and we then obtain the following result.

Corollary 9.2. Let M be a non-empty set of probability mass functions on X , let Q
be a non-empty, bounded and convex set of rate matrices that has separately specified
rows, with lower transition rate operator Q, and let T Q be the corresponding lower
transition operator system. Then, for any u = t0, . . . , tn and v = s0, . . . ,sm in U /0 such
that u < v, and any f ∈L (Xu∪v):

EW
Q,M [ f (Xu,Xv) |Xu] = Ls0

tn Ls1
s0
· · ·Lsm

sm−1
f . (57)

The following example numerically illustrates the use of Corollary 9.2 for comput-
ing the conditional lower expectation of a function that depends on the state at multiple
time points.

Example 9.1. Consider again the set of rate matrices Q from Example 8.1, and sup-
pose that we are interested in the lower probability P(X1 = X2 |X0). That is, given that
we start in some initial state X0, we want to know the lower probability that X1 and X2
will have identical values. As we know from Equation (33), this lower probability is
given by

P(X1 = X2 |X0) = E[IX1=X2(X1,X2) |X0],

with IX1=X2 the indicator of the event X1 = X2, as defined by

IX1=X2(x1,x2) :=

{
1 if x1 = x2

0 if x1 6= x2
for all x1,x2 ∈X .

As explained in Example 8.3, the value of such a lower expectation can depend on the
particular type of ICTMC that we choose to use, and in fact, in this particular case, as
we will see in Example 9.2, this choice does indeed make a difference.

For now, in this example, we use the ICTMC PW
Q . The aim is therefore to compute

the conditional lower expectation EW
Q [IX1=X2(X1,X2) |X0]. Technically speaking, we

cannot do this by means of Corollary 9.2, because IX1=X2 does not formally depend
on X0. However, in practice, this is of course not a problem, because we can trivially
regard IX1=X2 as a function of X0, X1 and X2 whose value remains constant on X0. In
order to formalise this, we introduce the function f (X0,X1,X2), defined by

f (x0,x1,x2) := IX1=X2(x1,x2) =

{
1 if x1 = x2

0 if x1 6= x2
for all x0,x1,x2 ∈X . (58)

Since f (X0,X1,X2) is clearly identical to IX1=X2(X1,X2), our problem now consists of
computing EW

Q [ f (X0,X1,X2) |X0], which, because of Corollary 9.2, is given by

EW
Q [ f (X0,X1,X2) |X0] =

[
L1

0L2
1 f
]
(X0). (59)

In order to compute the left hand side of this equality, we will resolve the composition
of operators L1

0L2
1 by starting from the latest time point, and working back to the earliest

time point. Hence, we start by looking at L2
1 f .
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The function f depends on multiple—in this case three—time points, and we will
therefore use Algorithm 2 to compute L2

1 f , which consists in applying Algorithm 1
four times. In particular, for every x0 ∈X = {h,s} and x1 ∈X = {h,s}, we use
Algorithm 1 to compute

g(x0,x1) := [L2
1 f ](x0,x1)

:= [L2
1 f (x0,x1,X2)](x1) =

{[
L2

1Ih
]
(h) = 0.956± ε if x1 = h[

L2
1Is
]
(s) = 0.141± ε if x1 = s

up to some desired maximum error ε , which we have here chosen to be ε = 10−3. Note
that the value of

[
L2

1Is
]
(s) is identical to the value that we had obtained for

[
L1

0Is
]
(s)

in Example 8.3; this is to be expected, as it follows from the time-homogeneity property
in Proposition 7.14.

Next, we apply the operator L1
0 to the function L2

1 f , or equivalently, to the func-
tion g. The approach is completely similar. Again, as in Algorithm 2, we simply
apply Algorithm 1 multiple times. In particular, for every x0 ∈X = {h,s}, we use
Algorithm 1 to compute

[L1
0L2

1 f ](x0) = [L1
0g](x0) := [L1

0g(x0,X1)](x0) =

{
0.920±2ε if x0 = h

0.453±2ε if x0 = s,
(60)

where the maximum error is now 2ε = 2 ·10−3, which is the sum of our previous error
bound on L2

1 f , which was ε , and the maximum extra error that may have arisen while
computing Equation (60); the additivity of the two error bounds is a result of LT5
and LT6 and the fact that Ls

t is a lower transition operator.
Finally, by combining Equations (59) and (60), we conclude that

PW
Q(X1 = X2 |X0 = h) = 0.920±0.002 and PW

Q(X1 = X2 |X0 = s) = 0.453±0.002.

♦

A general method for computing the right hand side of Equation (57) is outlined
in Algorithm 3. This algorithm starts by constructing a buffer w := v = s0, . . . ,sm of
the time points for which the operators Ls0

tn ,L
s2
s1 , . . . ,L

sm
sm−1

have not yet been resolved,
which initially corresponds to just v (Line 2). We rename the function f to gm for
indexing purposes (Line 3). The algorithm then iteratively resolves the composition
of operators in a backward fashion, working from the last time point in v back to the
first time point in v (Line 4). One step here amounts to removing the current latest
remaining time point si from the buffer w (Line 5), and then computing Lsi

si−1gi using
Algorithm 2. The outcome of this computation is a function g(i−1) ∈L (Xu∪w). After
all time points sm,sm−1, . . . ,s0 have been resolved, it follows from Proposition 8.5 that
the returned function g(−1) (Line 8) is equal to Ls0

tn Ls1
s0 · · ·Lsm

sm−1
f ± ε .

Note that the error bound of ±ε holds because we compute each step using a max-
imum error of ε/m+1 (Line 6). That is, the finite-precision approximation error scales
linearly in the number of time points that have to be computed. The reason why the
accumulated error bounds can simply be added, is because Lsi

si−1 is a lower transition
operator and therefore satisfies LT5 and LT6. In particular, using these two properties,
it is easily verified that for any µ > 0, Lsi

si−1(gi±µ) = Lsi
si−1gi±µ , where, in this case,

we choose µ = ε/m+1.
As we already claimed in the beginning of this section, we cannot use Corol-

lary 9.2—nor, therefore, Algorithm 3—to compute lower expectations of functions
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Algorithm 3 Numerically compute Ls0
tn Ls1

s0 · · ·Lsm
sm−1

f for any f ∈L (Xu∪v).

Input: A lower transition rate operator Q, two sequences of time points u = t0, . . . , tn
and v = s0, . . . ,sn in U /0 such that u < v, a function f ∈L (Xu∪v), and a maximum
numerical error ε ∈ R>0.

Output: A function Ls0
tn Ls1

s0 · · ·Lsm
sm−1

f ± ε in L (Xu).

1: function COMPUTELUVF(Q,u,v, f ,ε)
2: w← v
3: gm← f
4: for i ∈ {m,m−1, . . . ,0} do . Iterate backward over v = s0, . . . ,sm
5: w← w\ si . Remove last point of w
6: g(i−1)←COMPUTELUF(Q,u∪w,si,gi, ε/m+1) . Run Algorithm 2
7: end for
8: return g(−1)

9: end function

f ∈L (Xu∪v) with respect to a set of Markov chains PWM
Q,M . In the remainder of this

section, we provide this claim with some intuition and illustrate it by means of a nu-
merical counterexample.

The core of the problem is that for a function f ∈L (Xu∪s), the conditional lower
expectation EWM

Q [ f (Xu,Xs)|Xu] is not necessarily obtained by a single Markov process.
That is, for every ε > 0 and every xu ∈Xu, it follows from Equation (31) that there is
a Markov chain Pxu ∈ PWM

Q,M such that

EWM
Q [ f (Xu,Xs)|Xu = xu]≤ EPxu [ f (Xu,Xs)|Xu = xu]≤ EWM

Q [ f (Xu,Xs)|Xu = xu]+ ε,

but there may not be a single Markov chain P ∈ PWM
Q,M that does this simultaneously

for all histories xu ∈Xu.
For example, if we were to assume that

EWM
Q,M [ f (Xu,Xt ,Xs) |Xu] = EWM

Q,M

[
EWM

Q,M [ f (Xu,Xt ,Xs) |Xu,Xt ]
∣∣Xu
]
,

thereby mimicking Equation (56) for v = {t,s}, we would essentially be assuming that
the individual Markov chains Pxu,xt ∈ PWM

Q,M for which the conditional lower expecta-
tions

EWM
Q,M [ f (Xu,Xt ,Xs) |Xu = xu,Xt = xt ]

are obtained—or rather, are approximated from above up to some arbitrary ε—can be
combined into a single new Markov chain P ∈ PWM

Q,M such that

P(Xs|Xu = xu,Xt = xt) = Pxu,xt (Xs|Xu = xu,Xt = xt) = Pxu,xt (Xs|Xt = xt) (61)

for all xu ∈Xu and xt ∈X . However, in most cases, this will not be possible. The
issue is that for a stochastic process P that satisfies Equation (61), the Markov prop-
erty will—generally speaking—fail, because the right hand side of the expression still
depends on xu.

All of this changes if we replace PWM
Q,M with PW

Q,M . In that case, we are no longer
forced to obey the Markov property, and it then does become possible to combine
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different stochastic processes in a history-dependent way, as in Equation (61)—using
Theorem 6.3. Essentially, this is the main reason why we were able to decompose
the lower expectations EW

Q,M —as we did in Theorem 6.5 and Equation (56)—and
ultimately, why we could use the operator Ls

t to compute them.10

In the example below, we reconsider the problem of Example 9.1, but for a different
ICTMC: we now use PWM

Q,M instead of PW
Q,M . The result ends up being different, and

thereby illustrates—by means of a counterexample—that Algorithm 3 is not in general
applicable when working with sets of Markov chains such as PWM

Q,M .

Example 9.2. Consider again the set of rate matrices Q from Example 8.1 and the
problem of computing P(X1 = X2 |X0). However, this time, we will compute this
quantity with respect to the ICTMC PWM

Q instead of PW
Q . Using an argument that is

analogous to that in Example 8.1, we find that this problem is equivalent to computing
EWM

Q [ f (X0,X1,X2) |X0], with f as in Equation (58).
The issue, however, is that we do not have a general method for computing such

lower expectations for sets of Markov chains. Fortunately, in the very specific case of a
binary state space X —as we use here in this example—and for functions f that depend
on a small number of states Xt—only three in this case—it is possible to numerically
solve the optimisation problem given by the right-hand side of

EWM
Q [ f (X0,X1,X2) |X0] = inf

{
EP[ f (X1,X2) |X0] : P ∈ PWM

Q

}
by combining brute-force optimisation techniques with some clever tricks. We will not
report on this method here, because it only works in very specific cases such as the one
we consider here, and does not scale well to larger problems. For our present purposes,
it suffices to know that this method yields the following results:

PWM
Q (X1 = X2 |X0 = h)≈ 0.939 and PWM

Q (X1 = X2 |X0 = s)≈ 0.467.

Comparing to the results for PW
Q in Example 9.1, we see that the obtained lower

probabilities are indeed different for these two sets of processes. Furthermore, as guar-
anteed by Proposition 6.4, the lower probabilities with respect to PW

Q—which, as we
know from Section 6.3, is just a special type of lower expectation—provides a lower
bound on the lower probabilities with respect to PWM

Q . ♦

We end with some remarks about the tractability of the algorithms that we have
presented. In particular, observe that Algorithm 2 and 3 have a runtime complexity that
is exponential in the number of time points. For example, for the computation of the
lower expectation of a function f ∈L (Xu∪s), Algorithm 2 requires a separate execu-
tion of Algorithm 1 for every xu ∈Xu. If we write u = t0, . . . , tn and let |X | denote the
number of states in X , then, clearly, this requires |X |n+1 executions of Algorithm 1.
Similarly, for the computation of the lower expectation of a function f ∈ L (Xu∪v),
with v = s0, . . . ,sm, Algorithm 3 requires a number of executions of Algorithm 1 that
is of the order |X |n+m+2. Of course, this should not really be surprising—even the
simple enumeration of the different values of f takes this many steps, so we cannot in
general expect the computation of its lower expectation to be of a lower complexity.

10 For readers that are closely familiar with the theory of credal networks [10], it might be helpful to com-
pare the difference between PWM

Q,M and PW
Q,M with the difference between credal networks under epistemic

irrelevance [12, 15] and credal networks under strong independence [2]. There too, dropping the restrictions
that are imposed by the Markov property—as is done for credal networks under epistemic irrelevance—
allows for lower expectations to be decomposed and, as such, for efficient recursive computational methods
to be developed.
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What is important though—but beyond the scope of this paper—is that if f has some
specific structure that reduces the complexity of its specification, then the complexity
of our algorithms will scale down accordingly; we discuss these and other avenues for
future research in our conclusions.

9.3 Unconditional Lower Expectations

Having shown in the previous sections how to compute conditional lower expectations,
we now shift our attention to unconditional ones. In particular, we consider a function
f ∈L (Xu), with u ∈U /0, and are interested in computing E[ f (Xu)].

As we will see, the difference between unconditional and conditional lower expect-
ations is mainly related to the role of the set of initial distributions M . In fact, as an
astute reader may have noticed, all our previous results about computing conditional
lower expectations with the operator Ls

t did not depend on the particular choice of this
set M . In contrast, and rather unsurprisingly, unconditional lower expectations do
depend on this choice.

In particular, the choice of M will influence our computations through the corres-
ponding lower expectation operator EM , defined by

EM [ f ] := inf

{
∑

x∈X
p(x) f (x) : p ∈M

}
for all f ∈L (X ). (62)

In principle, evaluating this operator can be difficult, because the only restriction we
impose on the set M is that it should be non-empty. However, in practice, M will
typically have a rather simple structure, and computing EM [ f ] will then be straightfor-
ward. For example, if M consists of a finite number of probability mass functions—or
is equal to their convex hull—then evaluating EM [ f ] is just a matter of minimising
over that finite set of probability mass functions. Another typical situation is when M
is specified by means of linear constraints. In that case, EM [ f ] can be computed by
means of linear programming techniques. We will proceed under the assumption that
the optimisation problem in Equation (62) is solvable.

Regardless of the type of ICTMC that we consider, EM allows us to compute the
lower expectation of functions that depend on the initial state X0.

Proposition 9.3. Let M be a non-empty set of probability mass functions on X and
let Q be a non-empty bounded set of rate matrices. Then for all f ∈L (X ):

EW
Q,M [ f (X0)] = EWM

Q,M [ f (X0)] = EWHM
Q,M [ f (X0)] = EM [ f ].

For functions that depend on some non-initial state Xs, with s > 0, the operator EM

still allows us to compute their lower expectation, by combining it with Algorithm 1.
However, this only works for ICTMC’s that are of the type PW

Q,M or PWM
Q,M .

Proposition 9.4. Let M be a non-empty set of probability mass functions on X and
let Q be a non-empty bounded set of rate matrices that has separately specified rows,
with lower transition rate operator Q. Then for any s ∈ R≥0 and any f ∈L (X ):

EW
Q,M [ f (Xs)] = EWM

Q,M [ f (Xs)] = EM [Ls
0 f ].

For ICTMC’s that are of the type PW
Q,M , this result generalises to functions that

depend on multiple time points. Computing the lower expectation of such a function
can then be done by combining EM with Algorithm 3.
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Proposition 9.5. Let M be a non-empty set of probability mass functions on X and
let Q be a non-empty, bounded, convex set of rate matrices that has separately specified
rows, with lower transition rate operator Q. Then for any u = t0, . . . , tn in U /0 such that
t0 = 0, and any f ∈L (Xu):

EW
Q,M [ f (Xu)] = EM [Lt1

t0 Lt2
t1 · · ·L

tn
tn−1

f ].

In this result, the requirement t0 = 0 is a purely formal one, and imposes no actual
restrictions. Whenever 0 /∈ u, it suffices to first replace f (Xu) by its trivial extension
f ∗(X0,Xu) to X0∪u, defined by f ∗(x0,xu) := f (xu) for all x0 ∈X and xu ∈Xu. Since
f ∗(X0,Xu) is then identical to f (Xu), this addition of X0 to the domain is merely a
notational trick, and will clearly not influence the result of the computations.

10 Relation to Previous Work

To the best of our knowledge, the concept of an imprecise continuous-time Markov
chain was first introduced in the literature by the seminal work of Škulj [42]. There,
Q was defined as the lower envelope of a non-empty, bounded, closed, and convex
set of rate matrices Q with separately specified rows, and the concept of an imprecise
continuous-time Markov chain was then introduced in two different ways.

In the main body of his paper, Škulj characterises this concept in the following
way. For any f ∈L (X ), he considers a time-dependent function fs, which—using
our notation—is defined as fs := T s

0 f , and then requires that f0 = f ,

Q fs ≤ D+ fs := liminf
∆→0+

fs+∆− fs

∆
and limsup

∆→0+

fs+∆− fs

∆
=: D+ fs ≤ Q fs, (63)

where Q is the upper envelope of Q, or equivalently, the conjugate upper transition
rate operator of Q, defined by Qg := −Q(−g) for all g ∈ L (X ), and where D+ fs
and D− fs are called Dini derivatives. In this way, he generalises the usual differential
equation characterisation of a precise homogeneous Markov chain, where the Dini de-
rivatives would be replaced by derivatives, where the operator Q would be replaced by
a transition rate matrix Q, and where the inequalities would become equalities.

Since this generalisation considers inequalities, the solution fs is not uniquely de-
termined, and the problem is therefore to find lower and upper bounds for fs. Škulj
solves this problem, by showing that f

s
≤ fs ≤ f s, where f

s
and f s are the unique

solutions of the differential equations

d f
s

ds
= Q f

s
and

d f s

ds
= Q f s, (64)

with f
0
= f 0 = f . In practice, it suffices to restrict attention to either one of these two

bounds, because they are related by conjugacy, in the sense that f
0
=− f 0 implies that

f
s
=− f s.
Using this characterisation, Škulj focusses on computing f s. Since, for all x ∈

X , f s(x) is a tight upper bound on fs(x) := [T s
0 f ](x) = E[ f (Xs)|X0 = x], this can be

interpreted as computing a conditional upper expectation. In particular, for all x ∈X ,
we can interpret f s(x) as

f s(x) = E[ f (Xs)|X0 = x] =−E[− f (Xs)|X0 = x] =−[− f ]
s
(x),
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where the final two equalities follow from conjugacy.
The above characterisation leaves some ambiguity about the set of stochastic pro-

cesses P with respect to which these lower and upper expectations are taken. However,
as mentioned above, Škulj also provides another definition, which in his paper preceeds
the rigorous characterisation in terms of lower- and upper bounds that we have sum-
marised above. There, he defines an imprecise continuous-time Markov chain as a
random process X : R→X whose transition rate matrix is an unspecified function
Qs ∈Q [42, Definition 1]. However, he does not provide a definition for Qs—as being
a derivative or some other representation of the infinitesimal behaviour of the process’
transition probabilities—nor for the notion of a random process, and in that sense, this
definition is rather informal.

On the one hand, this other definition of an imprecise continuous-time Markov
chain clearly suggests that P is the set of all random processes whose time-dependent
transition rate matrix Qs takes values in Q. Since Qs is typically defined as a derivative,
this suggests that T s

0 should be differentiable in some way—or, at the very least, that Qs
should be integrable. Furthermore, the fact that Qs is indexed only by the time s sug-
gests that Qs cannot be history-dependent—thereby implying that the corresponding
random process satisfies the Markov property. On the other hand, Škulj’s main defini-
tion suggests a different set of processes P , because Equation (63) does not impose a
Markov condition, and because the use of the Dini derivatives suggests that T s

0 is not
required to be differentiable. In summary then, Škulj clearly intends for P to be a set
of stochastic processes of which the infinitesimal differences are compatible with Q,
but leaves open the question of whether or not these processes are Markov chains, and
whether or not their transition operators T s

0 should be differentiable.
Our approach, in contrast, removes this ambiguity, by making it formally explicit

which set of stochastic processes P is being considered. Interestingly, but perhaps
unsurprisingly, our results end up being very closely related to the work of Škulj. In
particular, by comparing Equations (45) and (64), we see that f

s
= Ls

0 f , and therefore,
it follows from Corollary 8.3 that

f
s
(x) = EW

Q,M [ f (Xs)|X0 = x] = EWM
Q,M [ f (Xs)|X0 = x],

thereby providing the function f
s

with a clear interpretation in terms of sets of stochastic
processes. Due to this connection, many of the results in Section 7 can be interpreted
as properties of f

s
. For example, Definition 7.4 provides an alternative character-

isation for f
s
, and Proposition 7.15 shows that the defining differential equation for

f
s
—Equation (64)—can be stated uniformly, that is, with respect to the operator norm

instead of pointwise.
Besides the differences that are related to the role of the set of processes P , an

other difference between our work and that of Škulj is the type of functions that are
considered. Due to its focus on f s (and, by conjugacy, f

s
), the work of Škulj applies

to functions f that depend on the state Xs at a single time point s. In contrast, our work
also considers functions that depend on the state at any finite number of time points.
In this more general context, as we have seen, it actually becomes crucial to be aware
of the exact set of stochastic processes with respect to which the lower expectation
is taken, because this choice influences the value of the lower expectation, as well as
whether or not it can be computed efficiently.

A final difference between our work and that of Škulj are the computational meth-
ods that are presented. In both cases, these methods are concerned with approximating
f

s
= Ls

0 f up to some desired finite precision ε . However, the particular approximation
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methods differ. Škulj considers three distinct methods: a uniform grid discretisation, an
adaptive grid discretisation, and a combination of both. We consider only one method,
which corresponds to Algorithm 1.

Škulj’s uniform grid discretisation method works similarly to our Algorithm 1, in
that it considers a uniform partition u = t0, t1, . . . , tn of the time interval [0,s] and, at
each time point ti, requires solving a local optimisation problem. In our case, this local
computation consists in evaluating (I +∆Q)g = g+∆Qg for some g ∈ L (X ), with
∆ = s/n. In the uniform grid discretisation method of Škulj, this local computation
consists in evaluating e∆Qg, where Q ∈ Q needs to be selected in such a way that
Qg = Qg.

It turns out that among these two methods, our Algorithm 1 is much more effi-
cient, for the following two reasons. First, it does not require the computation of a
matrix exponential, which, for large state spaces, can be computationally demanding.
Secondly, the number of steps n that we require is much smaller. For instance, for
the numerical example presented at the end of [42, Section 4.1], Škulj finds that his
partition requires more than n = 6000 steps. In contrast, Algorithm 1 requires only
n = 50 steps for that particular example. Similarly, in our Example 8.3 we found that
we required n = 8000 steps. Applying the method from [42], by comparison, requires
that n ≈ 2.3× 109. These observations confirm empirical findings in Reference [44],
where the discretisation method of Algorithm 1 was applied in a practical problem.
The theoretical guarantee that is provided by Corollary 8.5 was not available at the
time, but the authors of Reference [44] did observe that the number of steps required
to obtain empirical convergence was much lower than Škulj’s theoretical upper bound
in Reference [42].

In order to avoid having to use a too fine grid, as his uniform discretisation method
tends to require, Škulj also considers another computational method, which he calls
adaptive grid discretisation. In this method, the size of the discretisation steps is not
forced to be constant, but is instead varied in order to try and reduce the total number
of steps required. This second method is computationally more efficient, but has the
disadvantage that it can only be applied to certain cases. Therefore, Škulj also considers
a third method, which consists in combining his first two methods in such a way as to
profit from their respective advantages.

Since the limit in Definition 7.4 does not require the partition u to be uniform, our
computational methods could, in principle, consider non-uniform ‘adaptive grid’ dis-
cretisations as well, thereby mimicking Škulj’s second and third method. However,
since we did not investigate the—theoretical and empirical—efficiency of such an ap-
proach, we are unable to compare it with the methods of Škulj. As discussed in our
conclusions below, we consider this to be a promising avenue for future research.

11 Conclusions & Future Work

In this work, we formalised the concept of imprecise continuous-time Markov chains; a
generalisation of continuous-time Markov chains that robustifies this model class with
respect to often-made simplifying assumptions. In particular, it allows one to relax
the requirement of having to specify exact values—point-estimates—for the numerical
parameters of a continuous-time Markov chain, and furthermore relaxes the assump-
tions of time-homogeneity and Markovian probabilistic independence. Since these
assumptions are often made pragmatically to ensure a tractable model class, it should
not be obvious that this generalisation results in a practically workable model class.



11 Conclusions & Future Work 64

Nevertheless, we were still able to derive polynomial runtime-complexity algorithms
for computing quantities of interest.

In the remainder of this section, given the length of this paper, we start by providing
a brief summary of our most important technical contributions. We then finally close
by discussing some future lines of research that we consider to be promising.

The starting point of this work was to formally define continuous-time stochastic
processes within the framework of full conditional probabilities, using the notion of co-
herent conditional probabilities. After restricting ourselves to well-behaved stochastic
processes, we then introduced a way to characterise the dynamics of such stochastic
processes by means of their outer partial derivatives—sets of rate matrices, which we
have shown to be non-empty, bounded and closed, and which describe the infinitesimal
state-transition rates of these processes. In particular, these outer partial derivatives
allow us to describe this behaviour without imposing differentiability assumptions on
the conditional state-transition probabilities. Next, by imposing the Markov property
on such stochastic processes, we obtained continuous-time Markov chains as a special
case. Finally, by additionally assuming the time-homogeneity of the state-transition
probabilities, we have re-derived, within the framework of full conditional probabil-
ities, the well known homogeneous continuous-time Markov chains, which are those
stochastic processes whose matrix of conditional state-transition probabilities T s

t is
given by the matrix exponential eQ(s−t), for some rate matrix Q.

Using these definitions, we have defined imprecise continuous-time Markov chains,
which we abbreviate as ICTMC’s, as sets of well-behaved stochastic processes whose
dynamics are consistent with a given set of rate matrices Q and a given set of initial
distributions M . In particular, an ICTMC is a set of stochastic processes whose outer
partial derivatives are contained within Q and whose initial distribution belongs to M .
We distinguished between three different ICTMC’s, some of which impose additional
conditions. The ICTMC PW

Q,M imposes no additional conditions. The ICTMC PWM
Q,M

restricts attention to Markov processes, and the ICTMC PWHM
Q,M only considers Markov

processes that are time-homogeneous. We have investigated the closure-properties of
these three different ICTMC’s and, in particular, have studied their closure under spe-
cific types of recombinations of their elements.

The lower expectation of an ICTMC was defined as the infimum of the expectations
that correspond to the different stochastic processes in the ICTMC, that is, the highest
lower bound on these expectations. Upper expectations and lower and upper probabil-
ities were defined similarly, but since they correspond to special cases, we focussed on
lower expectations. The difficulty of computing such lower expectations was shown to
vary between the sets PW

Q,M , PWM
Q,M , and PWHM

Q,M . For example, we have seen that the
law of iterated lower expectation applies only to the set PW

Q,M .
In order to make the computation of lower expectations tractable, we introduced

the notion of a lower transition rate operator Q, and used it to define the corresponding
lower transition operator Ls

t . First, we showed that Q can be regarded as the lower
envelope of a non-empty bounded set of rate matrices Q, and that there is a one-to-one
correspondence between lower transition rate operators Q and sets of rate matrices Q
that are non-empty, bounded, closed and convex, and have separately specified rows.
Next, we showed that the operator Ls

t satisfies various convenient algebraic properties,
including time-homogeneity, differentiability and the semi-group property, and that it
can be regarded as a generalisation of the well-known matrix exponential. Finally,
we established that the operator Ls

t corresponds to a uniform—rather than pointwise—
solution of the differential equation (45), which was previously proposed as a definition
for the conditional lower expectation E[ f (Xs)|Xt ] of an ICTMC in Reference [42]—
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thereby bypassing the role of sets of stochastic processes.
For the ICTMC’s PW

Q,M and PWM
Q,M , we have shown that the corresponding lower

expectations satisfy a property that is analogous to the definition in Reference [42]. In
particular, if the lower transition rate operator Q is the lower envelope of Q, and if
Q has separately specified rows, then E[ f (Xs)|Xt ,Xu] is equal to [Ls

t f ](Xt), where the
lower expectation E[·|·] can be taken with respect to either PW

Q,M or PWM
Q,M . Moreover,

we have seen that the largest set of stochastic processes for which this is the case, is
the set of all well-behaved stochastic processes that are consistent with QQ, where QQ
is the unique largest set of rate matrices that dominates Q.

Using this connection between the operator Ls
t and the lower expectations of PW

Q,M
and PWM

Q,M , we then went on to develop algorithms for the numerical computation of
these lower expectations, for functions that depend on the state at a finite number of
time points. For PWM

Q,M , we showed that this is—in general—only possible if all but
one of these time points is situated in the past. For PW

Q,M , such a restriction was
not necessary, and we presented algorithms that are able to deal with functions that
depend on the state at multiple future time points, provided that Q is convex. Our
algorithms apply to conditional as well as unconditional lower expectations, and are
able to compute these quantities within a guaranteed ε-error bound.

In summary, then, we have provided in this work a generalisation of continuous-
time Markov chains to imprecise continuous-time Markov chains, which robustifies
these models with respect to both numerical parameter assessments and the simplify-
ing assumptions of time-homogeneity, Markovian probabilistic independence and dif-
ferentiability of the state-transition probabilities. Notably, our lower transition operator
provides a convenient analytical tool to represent such a model’s lower expectations,
and these quantities can be tractably computed using the algorithms that we presented.
Therefore, this work can be seen as providing the required rigorous foundations for
working with ICTMC’s, both theoretically and practically. As such, we expect that it
will provide plenty of avenues for future research.

On a technical level, a first important line of future research would be to extend
our results to functions that are allowed to depend on the state Xt at all time points t ∈
R≥0—rather than only a finite number of time points. Being able to compute the lower
and upper expectation of such functions would allow for the study of some practically
important aspects that our current framework cannot tackle yet, such as the time until
the system reaches some desired state, the average time that is spent in a state, etcetera.
Our framework is well-suited to be extended to such a setting, because the coherence
of the stochastic processes that we consider ensures that their domain can be extended
to include events that depend on the state at all time points. Furthermore—should this
be desired—the results in Reference [7] allow for such an extension to be established
in a σ -additive way.

A second technical line of future research would be to drop the assumption that X
should be finite, and to exend our framework to the case where X is countably—or
perhaps even uncountably—infinite.

Thirdly, still on the technical level, it would be interesting to investigate whether the
requirement that Q should be convex—which we currently need in order to guarantee
that Algorithm 3 yields a correct result—is really necessary. In fact, we conjecture that
it is not. Basically, the reason why Algorithm 3 currently requires Q to be convex, is
because it relies on Theorem 6.5, the proof of which in turn relies on Theorem 6.3.
While we believe that the convexity of Q is necessary in order for Theorem 6.3 to
hold, we think that this is not the case for Theorem 6.5, and we think that it should be
possible to provide the latter with an alternative proof that does not require Q to be



11 Conclusions & Future Work 66

convex.
Yet another interesting line of future research would be to generalise the models

that we consider by allowing the set of rate matrices Q to be time-dependent, that
is, to consider a set-valued function Qt . As one anonymous reviewer pointed out,
this could be used for example to model the fact that over time, we become less and
less certain about what rate matrix to use. The subtlety will then lie in choosing the
kind of continuity assumptions that should be imposed on such a function Qt . If it is
piecewise-constant, then we expect that our methods should translate fairly naturally to
such a generalised model. For more complex time-variations, however, technical and
computational difficulties may need to be overcome.

As far as the computational aspects of our work are concerned, there is also still
quite a lot of room for future work. In particular, we believe that it should be possible
to improve upon the efficiency of our methods for computing Ls

t . On the one hand, we
did not yet study the effect of allowing for non-uniform discretisations—as Škulj does
in his adaptive discretisation method [42]. On the other hand, our approach—as well
as that of Škulj—does not yet exploit the fact that Ls

t = Ls−t
0 is guaranteed to converge

to a limit as s− t approaches infinity [13]; for large values of s− t, this feature should
surely make it easier to compute Ls

t , whereas our—and Škulj’s—methods become less
efficient as s− t increases. Some initial results in this direction can already be found in
Reference [29].

Finally, on an algorithmic level, a practically important future line of research
would be to develop specialized versions of our algorithms, which are tailored to deal
with specific functions. The reason why we consider this to be important is because,
for functions that depend on the state at a finite number of time points, the runtime-
complexity of our algorithms is currently exponential in this number of time points.
This is not problematic—and is in fact to be expected—because for general functions,
even simply specifying the function has such a complexity. However, in many practical
applications, there will typically be some underlying structure of the functions that we
are interested in. For instance, for time points v = s0, . . . ,sm, there may be functions
gi ∈L (Xsi), i ∈ {0, . . . ,m}, such that f ∈L (Xv) is of the form f (xv) = ∑

m
i=0 gi(xsi)

or f (xv) = ∏
m
i=0 gi(xsi). In the discrete time case, that is, for imprecise discrete time

Markov chains, it has been shown that for these specific types of functions, infer-
ence algorithms such as Algorithm 3 simplify considerably, to the extent that their
runtime complexity becomes linear in the number of time points [12, 32]. We believe
that it is possible—and even relatively straightforward—to extend these techniques to
the continuous time framework of this paper. Furthermore, since similar techniques
also lie at the heart of existing algorithms for imprecise discrete-time hidden Markov
chains [5, 14], we believe that this line of research could also serve as a first step to-
wards the development of imprecise continuous-time hidden Markov chains—where
the states are observed indirectly through noisy outputs—and in particular, towards the
development of efficient algorithms for problems such as filtering and smoothing. In
fact, some first steps in this direction have already been taken in Reference [29].
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A Proofs and Lemmas for the results in Section 3

Proposition 3.1. For any two transition matrices T1 and T2, their composition T1T2 is
also a transition matrix.

Proof. Simply check each of the properties.

Proposition 3.2. Consider any transition rate matrix Q ∈ R, and any ∆ ∈ R≥0 such
that ∆‖Q‖ ≤ 1. Then the matrix (I +∆Q) is a transition matrix.

Proof. T1 follows from R1: for all x ∈X , R1 implies that

∑
y∈X

[I +∆Q](x,y) = ∑
y∈X

I(x,y)+∆ ∑
y∈X

Q(x,y) = 1+∆0 = 1.

T2 follows from R2 and because 0 ≤ ∆‖Q‖ ≤ 1: for all x,y ∈ X such that x 6= y,
0≤ ∆‖Q‖ ≤ 1 implies that [I+∆Q](x,x) = 1+∆Q(x,x)≥ 1−∆‖Q‖ ≥ 0, and R2 and
∆≥ 0 imply that [I +∆Q](x,y) = ∆Q(x,y)≥ 0.

Proposition 3.3. Consider any transition matrix T , and any ∆ ∈R>0. Then, the matrix
1/∆(T − I) is a transition rate matrix.

Proof. This proof is analogous to that of Proposition 3.2; simply verify each of the
properties in Definition 3.2.
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Proposition 3.5. A set of rate matrices Q ⊆R is bounded if and only if

inf{Q(x,x) : Q ∈Q}>−∞ for all x ∈X . (3)

Proof. We start by proving that Equation (3) implies ‖Q‖<+∞. To this end, assume
that Equation (3) holds. Since X is finite, it then follows that

‖Q‖= sup{‖Q‖ : Q ∈Q}= sup

{
max

{
∑

y∈X
|Q(x,y)| : x ∈X

}
: Q ∈Q

}

= max

{
sup

{
∑

y∈X
|Q(x,y)| : Q ∈Q

}
: x ∈X

}
.

Hence, there is some x′ ∈X such that

‖Q‖= sup
Q∈Q

∑
y∈X

∣∣Q(x′,y)
∣∣= sup

Q∈Q

(
2
∣∣Q(x′,x′)

∣∣)= 2 sup
Q∈Q

∣∣Q(x′,x′)
∣∣

=−2 inf
Q∈Q

(
−
∣∣Q(x′,x′)

∣∣)=−2 inf
Q∈Q

Q(x′,x′)<+∞ ,

where the second and last equality follows from Definition 3.2, and the final inequality
follows from Equation (3).

We next show that ‖Q‖ < +∞ implies Equation (3). To this end, consider any set
of rate matrices Q⊆R such that ‖Q‖<+∞, and assume ex absurdo that Equation (3)
is not true. Then clearly, there is some x′ ∈X and Q′ ∈Q such that Q′(x,x)<−‖Q‖.
However, this implies that ‖Q‖ ≥ ‖Q′‖ ≥ |Q′(x,x)| > ‖Q‖, which is a contradiction.
Hence, it follows that Equation (3) must be true.

Lemma A.1. [33, Theorem 2.1.1] For any Q ∈R, we have that

d
d∆

eQ∆
∣∣
∆=0 := lim

∆→0

1
∆
(eQ∆− I) = Q.

Proposition 3.6. For any Q ∈R, TQ is a well-behaved transition matrix system.

Proof. We start by showing that TQ is a transition matrix system. Because of Propos-
ition 3.4, TQ is clearly a family of transition matrices. Consider now any t,r,s ∈ R≥0
such that t ≤ r ≤ s. It then follows from the definition of TQ and [33, Theorem 2.1.1]
that T s

t = T r
t T s

r , and T t
t = I. Because the t,r,s are arbitrary, it follows from Defini-

tion 3.3 that TQ is a transition matrix system.
To prove that TQ is well-behaved, note that for any t ∈ R≥0, because of Defini-

tion 3.5,

limsup
∆→0+

1
∆

∥∥∥T t+∆
t − I

∥∥∥= limsup
∆→0+

∥∥∥∥ 1
∆
(T t+∆

t − I)−Q+Q
∥∥∥∥

≤ limsup
∆→0+

∥∥∥∥ 1
∆
(T t+∆

t − I)−Q
∥∥∥∥+‖Q‖= ‖Q‖< ∞ ,

where the first inequality follows from Proposition 2.1, the second equality follows
from Lemma A.1 and the final inequality follows from the fact that Q is real-valued.
Because this holds for any t ∈ R≥0, the first condition in Equation (5) is satisfied. A
similar argument shows that also the second condition is satisfied for all t ∈ R>0, and
hence TQ is well-behaved.
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Proposition 3.7. Consider any closed interval I ⊆ R≥0, and let T I be a family of
transition matrices T s

t that is defined for all t,s ∈ I with t ≤ s. Then T I is a restricted
transition matrix system on I if and only if, for all t,r,s ∈ I with t ≤ r ≤ s, it holds that
T s

t = T r
t T s

r and T t
t = I.

Proof. If T I is a restricted transition matrix system, then, by definition, it is the re-
striction to I of some transition matrix system T . Therefore, the ‘only if’ part of this
result follows trivially from Definition 3.3.

For the ‘if’ part, we need to prove that for any family of transition matrices T I

such that, for all t,r,s ∈ I with t ≤ r ≤ s, it holds that T s
t = T r

t T s
r and T t

t = I, there is
a transition matrix system T that coincides with T I on I. In order to prove this, it
suffices to show that the unique family of transition matrices T that coincides with T I

on I and that is otherwise defined by

T s
t :=



I if s < minI
T s

minI if t < minI and s ∈ I
T supI

minI if t < minI and supI < s
T supI

t if t ∈ I and supI < s
I if supI < t

for t,s ∈ R≥0 with t ≤ s and [t,s] 6⊆ I,

(65)
is a transition matrix system. This is a matter of straightforward verification.

Proposition 3.8. Consider any closed interval I ⊆ R≥0, and let T I be a restricted
transition matrix system on I. Then T I is well-behaved if and only if

(∀t ∈ I+) limsup
∆→0+

1
∆

∥∥∥T t+∆
t − I

∥∥∥<+∞ and (∀t ∈ I−) limsup
∆→0+

1
∆

∥∥T t
t−∆− I

∥∥<+∞ , (6)

where I+ := I\{supI} and I− := I\{minI}.

Proof. If T I is well-behaved, then, by definition, it is the restriction to I of a well-
behaved transition matrix system T . Therefore, the ‘only if’ part of this result follows
trivially from Definition 3.4.

For the ‘if’ part, we need to show that for any restricted transition matrix system
T I on I that satisfies Equation (6), there is a well-behaved transition matrix system T
that coincides with T I on I. Let T be constructed as in the proof of Proposition 3.7.
Then, as explained in that proof, T is a transition matrix system that coincides with
T I on I. Therefore, it suffices to prove that T is well-behaved. We start by proving
the first part of Equation (5). So consider any t ∈ R≥0. If t ∈ I+, then the desired
inequality follows from Equation (6). If t /∈ I+, then either t < minI or t ≥ supI, and
therefore, for sufficiently small ∆ > 0, it follows from Equation (65) that T t+∆

t = I,
thereby making the desired inequality trivially true. The second part of Equation (5)
can be proved similarly.

Proposition 3.9. Consider two closed intervals I,J ⊆ R≥0 such that maxI = minJ,
and any two restricted transition matrix systems T I and T J. Then their concatenation
T I∪J :=T I⊗T J is a restricted transition matrix system on I∪J. Furthermore, if both
T I and T J are well behaved, then T I∪J is also well-behaved.

Proof. For all t,s ∈ I∪J such that t ≤ s, it follows from Proposition 3.1 that the matrix
T s

t that corresponds to T I∪J is a transition matrix. Furthermore, for all t ∈ I∪ J, we
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have that either t ∈ I or t ∈ J. In either case, we have that T t
t = I, because either T t

t =
iT t

t = I or T t
t = jT t

t = I, with iT t
t and jT t

t corresponding to T I and T J, respectively.
Next, we show that for all t,q,s ∈ I∪J with t ≤ q≤ s, it holds that

T s
t = T q

t T s
q .

If both t,s ∈ I or if both t,s ∈ J, this clearly holds. Therefore, we may assume that
t ∈ I and s ∈ J. Suppose furthermore that q ∈ I. Then, from the definition of the
concatenation operator ⊗, we have that T s

q = T r
q T s

r , with r = maxI = minJ. Because
t,q,r ∈ I, we know that T q

t T r
q = T r

t , and hence, by the definition of the concatenation
operator,

T q
t T s

q = T q
t T r

q T s
r = T r

t T s
r = T s

t .

An exactly analogous argument proves the case for q ∈ J. Therefore, it follows from
Proposition 3.7 that T I∪J is a restricted transition matrix system.

It remains to prove that if T I and T J are both well-behaved, then T I∪J is also
well-behaved. Due to proposition 3.8, it suffices to prove Equation (6). We only prove
the left part of this equation, that is, we prove that(

∀t ∈ (I∪J)+
)

limsup
∆→0+

∥∥∥∥ 1
∆

(
T t+∆

t − I
)∥∥∥∥<+∞.

The proof for the right part of Equation (6) is completely analogous. So consider any
t ∈ (I∪J)+. Since supI = maxI = minJ, it follows that

(I∪J)+ := (I∪J)\{sup(I∪J)}= (I∪J)\{supJ}= (I\supI)∪(J\supJ) = I+∪J+.

Therefore, without loss of generality, we may assume that t ∈ I+. The desired res-
ult now follows by applying Proposition 3.8 to the well-behaved restricted transition
matrix system T I.

The following lemma states a very useful norm inequality that we will use re-
peatedly in the proofs in this work. This result states that the distance between two
composed transition matrices T1T2 · · ·Tn and S1S2 · · ·Sn is bounded from above by the
sum of the distances ‖Ti−Si‖ of their component transition matrices.

Lemma A.2. Let T1, . . . ,Tn and S1, . . . ,Sn be two finite sequences of transition matrices.
Then ∥∥∥∥∥ n

∏
i=1

Ti−
n

∏
i=1

Si

∥∥∥∥∥≤ n

∑
i=1
‖Ti−Si‖ .

Proof. This is a special case of Lemma E.4, which states a more general version. We
have included this version separately because Lemma E.4 uses concepts that, on a
chronological reading of this paper, would be undefined at this point.

Proposition 3.10. Consider any interval I⊆R≥0 and let d be the metric that is defined
in Equation (7). The metric space (T I,d) is then complete.

Proof. Consider any sequence {T I
i }i∈N in T I that is Cauchy. We will prove that this

sequence converges to a limit that belongs to T I. For all i∈N and any t,s∈ I such that
t ≤ s, we will use iT s

t to denote the transition matrix that corresponds to T I
i .

Since {T I
i }i∈N is Cauchy, it follows from Equation (7) that

(∀ε ∈ R>0)(∃nε ∈ N)(∀k, ` > nε)(∀t,s ∈ I : t ≤ s)
∥∥∥kT s

t − `T s
t

∥∥∥< ε. (66)
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Clearly, for any t,s∈ I such that t ≤ s, this implies that the sequence {iT s
t }i∈N is Cauchy.

Since the set of all transition matrices—of the same finite dimension—is trivially com-
plete, this implies that the sequence {iT s

t }i∈N has a limit T s
t , and that this limit is a

transition matrix. We use T I to denote the family of transition matrices that consists
of these limits.

Fix any t,r,s ∈ I such that t ≤ r ≤ s. Then for any i ∈N, because T I
i is a restricted

transition matrix system, we know that iT t
t = I and iT s

t = iT r
t

iT s
r , which implies that

‖T t
t − I‖=

∥∥T t
t − iT t

t
∥∥ and, due to Lemma A.2, that

‖T s
t −T r

t T s
r ‖ ≤

∥∥T s
t − iT s

t
∥∥+∥∥iT r

t
iT s

r −T r
t T s

r
∥∥

≤
∥∥T s

t − iT s
t
∥∥+∥∥iT r

t −T r
t
∥∥+∥∥iT s

r −T s
r
∥∥ .

Since we also know that limi→+∞
iT t

t = T t
t , limi→+∞

iT s
t = T s

t , limi→+∞
iT r

t = T r
t and

limi→+∞
iT s

r = T s
r , this implies that ‖T t

t − I‖= 0 and ‖T s
t −T r

t T s
r ‖= 0, or equivalently,

that T t
t = I and T s

t = T r
t T s

r . Since this is true for any t,r,s ∈ I such that t ≤ r ≤ s,
and because we already know that that the family T I consists of transition matrices,
it follows from Proposition 3.7 that T I is a restricted transition matrix system. In the
remainder of this proof, we will show that T I = limi→∞ T I

i .
Fix any ε > 0 and consider the corresponding nε ∈N whose existence is guaranteed

by Equation (66). Fix any k > nε . For any t,s ∈ I such that t ≤ s, it then follows from
Equation (66) that, for all ` > nε :∥∥∥kT s

t −T s
t

∥∥∥≤ ∥∥∥kT s
t − `T s

t

∥∥∥+∥∥∥`T s
t −T s

t

∥∥∥< ε +
∥∥∥`T s

t −T s
t

∥∥∥ .
Since lim`→+∞

`T s
t = T s

t , this implies that
∥∥kT s

t −T s
t
∥∥ ≤ ε . Since this is true for all

t,s ∈ I such that t ≤ s, it follows from Equation (7) that d(T I
k ,T

I) ≤ ε . Since ε > 0
was arbitrary, we conclude that

(∀ε ∈ R>0)(∃nε ∈ N)(∀k > nε) d(T I
k ,T

I)≤ ε,

which implies that T I = limi→∞ T I
i .

Lemma A.3. Consider any Q ∈R and any ∆≥ 0. Then,∥∥∥eQ∆− (I +∆Q)
∥∥∥≤ ∆

2 ‖Q‖2 .

Proof. This is a special case of Lemma E.9, which states a more general version. We
have included this version separately because Lemma E.9 uses concepts that, on a
chronological reading of this paper, would be undefined at this point.

Lemma A.4. Consider any Q ∈R and any ∆≥ 0. Then,∥∥∥eQ∆− I
∥∥∥≤ ∆‖Q‖ .

Proof. This is a special case of Lemma E.10, which states a more general version. We
have included this version separately because Lemma E.10 uses concepts that, on a
chronological reading of this paper, would be undefined at this point.

Lemma A.5. If Q1,Q2 ∈R and ∆ ∈ R≥0, then
∥∥eQ1∆− eQ2∆

∥∥≤ ∆‖Q1−Q2‖.
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Proof. Consider any n ∈ N. It then follows from Lemma A.2 that

∥∥∥eQ1∆− eQ2∆

∥∥∥= ∥∥∥∥∥ n

∏
k=1

eQ1
∆
n −

n

∏
k=1

eQ2
∆
n

∥∥∥∥∥≤ n

∑
k=1

∥∥∥eQ1
∆
n − eQ2

∆
n

∥∥∥= n
∥∥∥eQ1

∆
n − eQ2

∆
n

∥∥∥ .
which, since we know from Lemma A.3 that∥∥∥eQ1

∆
n − eQ2

∆
n

∥∥∥≤ ∥∥∥∥eQ1
∆
n − (I +

∆

n
Q1)

∥∥∥∥+∥∥∥∥∆

n
(Q1−Q2)

∥∥∥∥+∥∥∥∥(I + ∆

n
Q2)− eQ2

∆
n

∥∥∥∥
≤ ∆2

n2 ‖Q1‖2 +
∆

n
‖Q1−Q2‖+

∆2

n2 ‖Q2‖2 ,

implies that ∥∥∥eQ1∆− eQ2∆

∥∥∥≤ ∆2

n
‖Q1‖2 +∆‖Q1−Q2‖+

∆2

n
‖Q2‖2 .

The result now follows by taking the limit for n going to infinity.

B Proofs for the results in Section 4

Proof of F5-F8. Consider any A ∈ E (Ω) and C ∈ E (Ω) /0. It then follows from F2 and
F3 that P(A|C) = P(A∪C|C)−P(C \A|C) = 1−P(C \A|C) (67)
and

P(A∩C|C) = P(C|C)−P(C \A|C) = 1−P(C \A|C). (68)

F5 follows from Equation (67) and F1. F6 follows from Equations (67) and (68). F7
follows from F3, by letting B := /0. F8 follows trivially from F2.

Corollary 4.3. Let P be a real-valued map from C ⊆ E (Ω)×E (Ω) /0 to R. Then P is
a coherent conditional probability if and only if it can be extended to a full conditional
probability.

Proof. First assume that P can be extended to a full conditional probability P∗. The-
orem 4.1 then implies that P∗ is a coherent conditional probability, and therefore, since
P is the restriction of P∗ to C , it clearly follows from Definition 4.2 that P is a coherent
conditional probability.

Conversely, if P is a coherent conditional probability on C , it follows from The-
orem 4.2 that P can be extended to a coherent conditional probability P∗ on E (Ω)×
E (Ω) /0, which, because of Theorem 4.1, is a full conditional probability.

Corollary 4.4. Let P be a real-valued map from C SP to R. Then P is a stochastic
process if and only if it is the restriction of a full conditional probability.

Proof. Trivial consequence of Corollary 4.3.

Proposition 4.5. Let P ∈ P be a stochastic process. Then, for any t,s ∈ R≥0 such that
t ≤ s, any sequence of time points u ∈ U<t , and any state assignment xu ∈Xu, the
corresponding (history dependent) transition matrix T s

t,xu is—as its name suggests—
a transition matrix, and T t

t,xu = I. Furthermore, P is well-behaved if and only if, for
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every—possibly empty—time sequence u ∈ U , any xu ∈Xu and any t ∈ R≥0 such
that t > u:

limsup
∆→0+

1
∆

∥∥∥T t+∆
t,xu − I

∥∥∥<+∞ (18)

and, if t 6= 0,

limsup
∆→0+

1
∆

∥∥T t
t−∆,xu

− I
∥∥<+∞. (19)

Proof. The first part of the statement follows trivially from Corollary 4.4 and Defini-
tions 3.1 and 4.1. The second part is an immediate consequence of Definition 4.4 and
Equation (2).

Proposition 4.6. Consider any P ∈ PW. Then ∂+T t
t,xu , ∂−T t

t,xu and ∂T t
t,xu are non-

empty, bounded and closed subsets of R.

Proof. We only give the proof for ∂+T t
t,xu . The proof for ∂−T t

t,xu is completely ana-
logous. The proof for ∂T t

t,xu then follows trivially because a union of two bounded,
non-empty and closed sets is always bounded, non-empty and closed itself.

We start by establishing the boundedness of ∂+T t
t,xu . Since P is well-behaved, it

follows from Proposition 4.5 that there is some B > 0 and δ > 0 such that

(∀0 < ∆ < δ )

∥∥∥∥ 1
∆
(T t+∆

t,xu − I)
∥∥∥∥= 1

∆

∥∥∥(T t+∆
t,xu − I)

∥∥∥≤ B. (69)

Consider now any Q ∈ ∂+T t
t,xu . Because of Equation (21), Q is the limit of a sequence

of matrices {Qk}k∈N, defined by

Qk :=
1

∆k
(T t+∆k

t,xu − I) for all k ∈ N. (70)

Because of Equation (69), the norms ‖Qk‖ of these matrices are eventually (for large
enough k) bounded above by B. Hence, it follows that ‖Q‖ ≤ B. Since this is true for
any Q ∈ ∂+T t

t,xu , we find that ∂+T t
t,xu is bounded.

In order to prove that ∂+T t
t,xu is non-empty, we consider any sequence {∆k}k∈N→

0+. The corresponding sequence of matrices {Qk}k∈N, as defined by Equation (70),
is then bounded because P is well-behaved—see Proposition 4.5—and therefore, it
follows from the Bolzano-Weierstrass theorem that it has a convergent subsequence
{Qki}i∈N of which we denote the limit by Q∗. Hence, we have found a sequence
{∆ki}i∈N→ 0+ such that {Qki}i∈N→ Q∗. Since we know from Lemma 3.3 that each
of the matrices in {Qki}i∈N is a rate matrix, the limit Q∗ is also a rate matrix, which
therefore clearly belongs to ∂+T t

t,xu .
We end by showing that ∂+T t

t,xu is closed, or equivalently, that for any converging
sequence {Q∗k}k∈N, of rate matrices in ∂+T t

t,xu , the limit point Q∗ := limk→+∞ Q∗k is
again an element of ∂+T t

t,xu . The argument goes as follows. First, since each of the
rate matrices Q∗k belongs to the bounded set ∂+T t

t,xu , their limit Q∗ is a (real-valued) rate
matrix. Next, for any k∈N, since Q∗k ∈ ∂+T t

t,xu , it follows from Equation (21) that there
is some 0 < ∆k < 1/k such that

∥∥Qk−Q∗k
∥∥ ≤ 1/k, with Qk defined as in Equation (70).

Consider now the sequences {Qk}k∈N and {∆k}k∈N. Then on the one hand, we find that

0≤ limsup
k→+∞

‖Q∗−Qk‖ ≤ limsup
k→+∞

‖Q∗−Q∗k‖+ limsup
k→+∞

‖Q∗k−Qk‖

= limsup
k→+∞

‖Q∗−Q∗k‖+ lim
k→+∞

1/k = limsup
k→+∞

‖Q∗−Q∗k‖= 0,
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which implies that sequence {Qk}k∈N converges to Q∗. On the other hand, we have that
limk→+∞ ∆k = 0. Hence, because of Definition 4.8, it follows that Q∗ ∈ ∂+T t

t,xu .

Proposition 4.7. Consider any well-behaved stochastic process P∈ PW. Then, for any
t ∈ R≥0, any sequence of time points u ∈U<t , any state assignment xu ∈Xu, and any
ε > 0, there is some δ > 0 such that, for all 0 < ∆ < δ :

(∃Q ∈ ∂+T t
t,xu)

∥∥∥∥ 1
∆
(T t+∆

t,xu − I)−Q
∥∥∥∥< ε (23)

and, if t 6= 0,

(∃Q ∈ ∂−T t
t,xu)

∥∥∥∥ 1
∆
(T t

t−∆,xu
− I)−Q

∥∥∥∥< ε. (24)

Proof. Fix any ε > 0. Assume ex absurdo that

(∀δ > 0)(∃0 < ∆ < δ )(∀Q ∈ ∂+T t
t,xu)

∥∥∥∥ 1
∆
(T t+∆

t,xu − I)−Q
∥∥∥∥≥ ε.

Clearly, this implies the existence of a sequence {∆k}k∈N→ 0+ such that

‖Qk−Q‖ ≥ ε for all k ∈ N and all Q ∈ ∂+T t
t,xu , (71)

with Qk defined as in Equation (70). As we know from the proof of Proposition 4.6,
the sequence {Qk}k∈N has a convergent subsequence {Qki}i∈N of which the limit Q∗

belongs to ∂+T t
t,xu . On the one hand, since limi→+∞ Qki = Q∗, we now have that

limi→+∞

∥∥Qki −Q∗
∥∥= 0. On the other hand, since Q∗ ∈ ∂+T t

t,xu , it follows from Equa-
tion (71) that limi→+∞

∥∥Qki −Q∗
∥∥ ≥ ε > 0. From this contradiction, it follows that

there must be some δ1 > 0 such that Equation (23) holds for all 0 < ∆ < δ1. Similarly,
using a completely analogous argument, we infer that if t 6= 0, there must be some
δ2 > 0 such that Equation (24) holds for all 0 < ∆ < δ2. Now let δ := min{δ1,δ2} if
t 6= 0 and let δ := δ1 if t = 0.

Corollary 4.8. Consider any P∈ PW. Then ∂+T t
t,xu is a singleton if and only if ∂+T t

t,xu
exists and, in that case, ∂+T t

t,xu = {∂+T t
t,xu}. Analogous results hold for ∂−T t

t,xu and
∂−T t

t,xu , and for ∂T t
t,xu and ∂T t

t,xu .

Proof. This follows trivially from Proposition 4.7.

C Proofs and Lemmas for the results in Section 5

Proposition 5.1. Consider a Markov chain P ∈ PM and let TP be the corresponding
family of transition matrices. Then TP is a transition matrix system. Furthermore, TP
is well-behaved if and only if P is well-behaved.

Proof. Consider any Markov chain P ∈ PM, with TP its corresponding family of trans-
ition matrices. Then, because P is a stochastic process, it follows from Proposition 4.5
that T t

t = I for all t ∈ R≥0.
Consider now any t,r,s ∈ R≥0 with t ≤ r ≤ s. We need to show that T s

t = T r
t T s

r .
If t = r, we have that T s

t = T r
t T s

r = IT s
r = T s

t , and hence the result follows trivially.
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Similarly, the claim is trivial for r = s. Hence, it remains to show that the claim holds
for t < r < s. It follows from Definition 5.1 that for all xt ,xr,xs ∈X ,

P(Xs = xs |Xr = xr,Xt = xt) = P(Xs = xs |Xr = xr) .

Furthermore, because P is a stochastic process, it follows from Corollary 4.4 that P
satisfies F4 and F3 on its domain. From F4, we infer that

P(Xs = xs,Xr = xr |Xt = xt) = P(Xs = xs |Xr = xr,Xt = xt)P(Xr = xr |Xt = xt)

= P(Xs = xs |Xr = xr)P(Xr = xr |Xt = xt) ,

where the second equality used the Markov property. From F3, we infer that

P(Xs = xs |Xt = xt) = ∑
xr∈X

P(Xs = xs,Xr = xr |Xt = xt) .

From the definition of TP in Definition 4.5, it now follows that, for any xt ,xs ∈X ,

T s
t (xt ,xs) = P(Xs = xs |Xt = xt) = ∑

xr∈X
P(Xs = xs,Xr = xr |Xt = xt)

= ∑
xr∈X

P(Xs = xs |Xr = xr)P(Xr = xr |Xt = xt) = ∑
xr∈X

T r
t (xt ,xr)T s

r (xr,xs) ,

and hence, by the rules of matrix multiplication, we find that T s
t = T r

t T s
r . Therefore,

and because the t,r,s ∈ R≥0 were arbitrary, TP is a transition matrix system.
The fact that TP is well-behaved if and only if P is well-behaved follows immedi-

ately from Definition 3.4 and Proposition 4.5 because the Markov property implies that
T t+∆

t,xu = T t+∆
t and T t

t−∆,xu
= T t

t−∆
.

Theorem 5.2. Let p be any probability mass function on X and let T be a transition
matrix system. Then there is a unique Markov chain P ∈ PM such that TP = T and,
for all y ∈X , P(X0 = y) = p(y). Furthermore, P is well-behaved if and only if T is
well-behaved.

Proof. Let

C := {(Xs = y,Xu = xu) ∈ C SP : u ∈U /0, s > u, xu ∈Xu, y ∈X }
∪{(X0 = y,X/0 = x /0) ∈ C SP : y ∈X }

and consider a real-valued function P̃ on C that is defined by

P̃(Xs = y|Xu = xu) :=

{
p(y) if u = /0
T s

maxu(xmaxu,y) otherwise
for all (Xs = y,Xu = xu) ∈ C .

(72)
We first prove that P̃ is a coherent conditional probability on C . So consider any

n ∈N and, for all i ∈ {1, . . . ,n}, choose (Ai,Ci) = (Xsi = yi,Xui = xui) ∈ C and λi ∈R.
We need to show that

max

{
n

∑
i=1

λiICi(ω)
(
P̃(Ai|Ci)− IAi(ω)

) ∣∣∣∣∣ ω ∈C0

}
≥ 0, (73)

with C0 := ∪n
i=1Ci. Since every sequence ui is finite, there is some finite set w =

{w0,w1, . . . ,wm} ⊂R≥0 of time points, with m ∈N, such that 0 = w0 < w1 < · · ·< wm
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and, for all i ∈ {1, . . . ,n}, ui ⊆ w and si ∈ w. Let Pw be the restriction of P̃ to Cw,
with Cw defined as in Lemma C.1. Then since Pw clearly satisfies the conditions of
Lemma C.1, it follows that Pw is a coherent conditional probability. Because of The-
orem 4.2, this implies that Pw can be extended to a coherent conditional probability P̃w
on E (Ω)×E (Ω) /0, which, because of Theorem 4.1, is also a full conditional probabil-
ity. Since P̃w is a coherent conditional probability, it now follows from Definition 4.2
that

max

{
n

∑
i=1

λiICi(ω)
(
P̃w(Ai|Ci)− IAi(ω)

) ∣∣∣∣∣ ω ∈C0

}
≥ 0. (74)

By comparing Equations (73) and (74), we see that in order to prove that P̃ is coherent,
it suffices to show that, for all i ∈ {1, . . . ,n}, P̃w(Ai|Ci) = P̃(Ai|Ci). So fix any i ∈
{1, . . . ,n}. If ui = /0, then si = 0 = w0 and therefore (Ai,Ci) ∈ Cw, which implies that
P̃w(Ai|Ci) = Pw(Ai|Ci) = P̃(Ai|Ci). If ui 6= /0, then since ui ⊆ w, si ∈ w and si > ui, it
follows from Lemma C.2 that P̃w(Ai|Ci) = P̃(Ai|Ci). Hence, P̃ is a coherent conditional
probability on C .

Therefore, due to Theorem 4.2, and because C ⊆ C SP, P̃ can be extended to a
coherent conditional probability P on C SP, which, according to Definition 4.3, is a
stochastic process. Due to Equation (72), this implies that P is a Markov chain such
that TP = T and, for all y ∈ X , P(X0 = y) = p(y). Lemma C.3 implies that this
Markov chain is unique and, since TP = T , Proposition 5.1 implies that T is well-
behaved if and only if P is well-behaved.

Lemma C.1. Let w = {w0,w1, . . . ,wm} ⊂ R≥0 be a finite set of time points, with
m ∈ N0, such that w0 < w1 < · · ·< wm. Let Pw be a real-valued function on

Cw :=
{
(Xw j = y,Xu = xu) : j ∈ {0, . . . ,m}, u = {w0, . . . ,w j−1}, y ∈X , xu ∈Xu

}
such that, for any j ∈ {0, . . . ,m}, u = {w0, . . . ,w j−1} and xu ∈Xu, Pw(Xw j = x |Xu =
xu), as a function of x∈X , is a probability mass function on X . Then Pw is a coherent
conditional probability.

Proof. We provide a proof by induction. Assume that this statement is true for any
m′ < m—this is trivially the case for m = 0. We will show that this implies that it is
also true for m.

Consider any n ∈N and, for all i ∈ {1, . . . ,n}, choose (Ai,Ci) ∈ Cw and λi ∈R. We
need to show that

max

{
n

∑
i=1

λiICi(ω)
(
Pw(Ai|Ci)− IAi(ω)

) ∣∣∣∣∣ ω ∈C0

}
≥ 0, (75)

with C0 := ∪n
i=1Ci.

For any i ∈ {1, . . . ,n}, since (Ai,Ci) ∈ Cw, there is some ji ∈ {0, . . . ,m} and, for all
` ∈ {0, . . . , ji}, some z`,i ∈X such that

Ai = (Xw ji
= z ji,i) and Ci = (Xw0 = z0,i, . . . ,Xw ji−1 = z ji−1,i).

Let S = {i ∈ {1, . . . ,n} : ji < m}. If S 6= /0, then by the induction hypothesis, we know
that

max

{
∑
i∈S

λiICi(ω)
(
Pw(Ai|Ci)− IAi(ω)

) ∣∣∣∣∣ ω ∈C∗0

}
≥ 0,
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with C∗0 := ∪i∈SCi. It follows that there is some ω∗ ∈C∗0 ⊆C0 such that

∑
i∈S

λiICi(ω
∗)
(
Pw(Ai|Ci)− IAi(ω

∗)
)
≥ 0. (76)

If S = /0, then let ω∗ be any element of C0. Equation (76) is then trivially satisfied.
Hence, in all cases, we have found some ω∗ ∈C0 that satisfies Equation (76).

Let C∗ := ∩1≤`<m(Xw`
= ω∗(w`)) and S∗ := {i ∈ {1, . . . ,n} : Ci =C∗}. Then by the

assumptions of this lemma, there is some probability mass function p on X such that,
for all x ∈X , Pw(Xwm = x|C∗) = p(x). For all x ∈X , let λx := ∑{i∈S∗ : zm,i=x}λi. Since
p is a probability mass function, it then follows that

∑
i∈S∗

λiPw(Ai|C∗) = ∑
x∈X

λx p(x)≥ ∑
x∈X

(
min
y∈X

λy

)
p(x) =

(
min
y∈X

λy

)
∑

x∈X
p(x) = min

y∈X
λy.

Now let y∗ be any element of X such that miny∈X λy = λy∗ (since X is finite, this
is always possible). Let ω∗∗ be any path in Ω such that ω∗∗ ∈C∗ and ω∗∗(wm) = y∗;
Equation (12) guarantees that this ω∗∗ ∈Ω exists. Then

∑
i∈S∗

λi
(
Pw(Ai|C∗)− IAi(ω

∗∗)
)
≥ min

y∈X
λy− ∑

i∈S∗
λiIAi(ω

∗∗) = λy∗ −λy∗ = 0,

where the first equality holds because, for every i ∈ S∗, Ai = (Xwm = zm,i).
Let S∗∗ := {1, . . . ,n}\(S∪S∗). Since ω∗∗ ∈C∗, we find that ICi(ω

∗∗) = ICi(ω
∗) and

IAi(ω
∗∗) = IAi(ω

∗) for all i ∈ S, that ICi(ω
∗∗) = 1 for all i ∈ S∗, and that ICi(ω

∗∗) = 0
for all i ∈ S∗∗. Hence, it follows from Equation (76) that

n

∑
i=1

λiICi(ω
∗∗)
(
Pw(Ai|Ci)− IAi(ω

∗∗)
)
≥ ∑

i∈S∗
λi
(
Pw(Ai|C∗)− IAi(ω

∗∗)
)
.

By combining this inequality with the previous one, we find that in order to show that
Equation (75) holds, it suffices to prove that ω∗∗ ∈C0.

In order to prove this, it suffices to notice that the question of whether or not a
path ω ∈ Ω belongs to C0, only depends on the values ω(t) of ω at time points t ∈
{w0, . . . ,wm−1}. Indeed, since we infer from ω∗∗ ∈C∗ that the value of ω∗ and ω∗∗ at
these time points is the same, and because ω∗ ∈C0, this implies that ω∗∗ ∈C0.

Lemma C.2. Let w = {w0,w1, . . . ,wm} ⊂ R≥0 be a finite set of time points, with
m ∈ N0, such that w0 < w1 < · · · < wm. Let T be a transition matrix system and let
P̃w be any full conditional probability such that for all j ∈ {1, . . . ,m} and xw`

∈X ,
` ∈ {0, . . . , j}:

P̃w(Xw j = xw j |Xw0 = xw0 , . . . ,Xw j−1 = xw j−1) = T
w j

w j−1(xw j−1 ,xw j).

Then for any s ∈ w and u⊆ w such that s > u and u 6= /0, any y ∈X and any xu ∈Xu,
we have that

P̃w(Xs = y|Xu = xu) = T s
maxu(xmaxu,y).

Proof. Since /0 6= u ⊆ w, s ∈ w and s > u, it follows that there is some j ∈ {1, . . . ,m}
such that s = w j and u⊆ {w0, . . . ,w j−1}.

We provide a proof by induction. If s = w1, then u = {w0}, and therefore, the result
follows trivially from the assumptions in this lemma. Assume now that the result is
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true for s = w j, with 1 ≤ j < m. We will prove that this implies that it is also true for
s = w j+1. We consider two cases: maxu = w j and maxu < w j.

If maxu = w j, then with v := {w0, . . . ,w j}\u:

P̃w(Xw j+1 = y|Xu = xu) = ∑
zv∈Xv

P̃w(Xw j+1 = y,Xv = zv|Xu = xu)

= ∑
zv∈Xv

P̃w(Xw j+1 = y|Xu = xu,Xv = zv)P̃w(Xv = zv|Xu = xu)

= ∑
zv∈Xv

T
w j+1

maxu(xmaxu,y)P̃w(Xv = zv|Xu = xu)

= T
w j+1

maxu(xmaxu,y) ∑
zv∈Xv

P̃w(Xv = zv|Xu = xu)

= T
w j+1

maxu(xmaxu,y),

where the first equality follows from F3, the second equality follows from F4, the third
equality follows from the assumptions in this lemma and the fact that maxu = w j, and
the last equality follows from F3 and F8.

If maxu < w j, then with v := {w0, . . . ,w j−1}\u:

P̃w(Xw j+1 = y|Xu = xu)

= ∑
zw j∈X

∑
zv∈Xv

P̃w(Xw j+1 = y,Xw j = zw j ,Xv = zv|Xu = xu)

= ∑
zw j∈X

∑
zv∈Xv

P̃w(Xw j+1 = y|Xu = xu,Xw j = zw j ,Xv = zv)

P̃w(Xv = zv|Xu = xu,Xw j = zw j)P̃w(Xw j = zw j |Xu = xu)

= ∑
zw j∈X

∑
zv∈Xv

T
w j+1

w j (zw j ,y)P̃w(Xv = zv|Xu = xu,Xw j = zw j)P̃w(Xw j = zw j |Xu = xu)

= ∑
zw j∈X

∑
zv∈Xv

T
w j+1

w j (zw j ,y)P̃w(Xv = zv|Xu = xu,Xw j = zw j)T
w j

maxu(xmaxu,zw j)

= ∑
zw j∈X

T
w j+1

w j (zw j ,y)T
w j

maxu(xmaxu,zw j) ∑
zv∈Xv

P̃w(Xv = zv|Xu = xu,Xw j = zw j)

= ∑
zw j∈X

T
w j+1

w j (zw j ,y)T
w j

maxu(xmaxu,zw j) = T
w j+1

maxu(xmaxu,y),

where the first equality follows from F3, the second equality follows from F4, the
third equality follows from the assumptions in this lemma, the fourth equality follows
from the induction hypothesis, the sixth equality follows from F3 and F8, and the last
equality follows from Equation (4).

Lemma C.3. Consider two Markov chains P1,P2 ∈ PM such that TP1 = TP2 and, for
all y ∈X , P1(X0 = y) = P2(X0 = y). Then P1 = P2.

Proof. Let T := TP1 = TP2 be the common transition matrix system of P1 and P2 and
let p be their common initial probability mass function, as defined by p(y) := P1(X0 =
y) = P2(X0 = y) for all y ∈X . Let P̃ be a real-valued function on C , with C and P̃
defined as in the proof of Theorem 5.2. It then follows from Definition 5.1 that the
restriction of P1 and P2 to C is equal to P̃. Furthermore, for any s > 0, y ∈X and
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j ∈ {1,2}, we find that

Pj(Xs = y) = ∑
x∈X

Pj(Xs = y,X0 = x) = ∑
x∈X

Pj(Xs = y|X0 = x)Pj(X0 = x)

= ∑
x∈X

P̃(Xs = y|X0 = x)P̃(X0 = x).

Hence, the restrictions of P1 and P2 to

C ∗ :=C ∪{(Xs = y,X/0 = x /0) : s ∈ R>0, y ∈X }
={(Xs = y,Xu = xu) : u ∈U , s ∈ R≥0, s > u, xu ∈Xu, y ∈X }

are identical. We denote this common restriction by P̃∗.
Consider now any (A,Xu = xu) ∈ C SP. Then since A ∈Au, there is some finite set

of time points v = {v1,v2, . . . ,vn} ⊆ R≥0, with n ∈ N, such that maxu < v1 < v2 <
· · · < vn, and some set S ⊆Xu∪v such that A = ∪zu∪v∈S(Xu∪v = zu∪v). Let Sv := {zv ∈
Xv : (xu,zv) ∈ S}. For any j ∈ {1,2}, we then find that

Pj(A|Xu = xu) = ∑
zu∪v∈S

Pj(Xu∪v = zu∪v|Xu = xu)

= ∑
zv∈Sv

Pj(Xv1 = zv1 ,Xv2 = zv2 , . . . ,Xvn = zvn |Xu = xu)

= ∑
zv∈Sv

n

∏
i=1

Pj(Xvi = zvi |Xu = xu,Xv1 = zv1 , . . . ,Xvi−1 = zvi−1)

= ∑
zv∈Sv

n

∏
i=1

P̃∗(Xvi = zvi |Xu = xu,Xv1 = zv1 , . . . ,Xvi−1 = zvi−1),

which implies that P1(A|Xu = xu) = P2(A|Xu = xu). Since this is the case for any
(A,Xu = xu) ∈ C SP, it follows that P1 = P2.

Corollary 5.3. Consider any rate matrix Q ∈R and let p be an arbitrary probability
mass function on X . Then there is a unique Markov chain P ∈ PM such that TP = TQ
and, for all y ∈X , P(X0 = y) = p(y). Furthermore, this unique Markov chain is well-
behaved and homogeneous.

Proof. Since we know from Proposition 3.6 that TQ is a well-behaved transition matrix
system, it follows from Theorem 5.2 that there is a unique Markov chain P ∈ PM such
that TP = TQ and, for all y ∈X , P(X0 = y) = p(y), and that this Markov chain is
furthermore well-behaved. Since it—trivially—follows from Definition 3.5 that TQ
satisfies Equation (26), Definition 5.2 implies that P is homogeneous.

Theorem 5.4. For any well-behaved homogeneous Markov chain P ∈ PWHM, there is
a unique rate matrix Q ∈R such that TP = TQ.11

Proof. Because of Proposition 4.6, we know that ∂+T 0
0 is a non-empty bounded set of

rate matrices, which implies that there is some real B > 0 such that ‖Q′‖ ≤ B for all
Q′ ∈ ∂+T 0

0 . Let Q be any element of ∂+T 0
0 .

11 Although our proof for this result starts from scratch, this result is essentially well known. Our version
of it should be regarded as a (re)formulation that is adapted to our terminology and notation and, in particular,
to our use of coherent and/or full conditional probabilities.
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Fix any c ≥ 0, ε > 0 and δ > 0. It then follows from Proposition 4.7 and N9 that
there is some δ ∗ > 0 such that

(∀0 < ∆
∗ < δ

∗) (∃Q∗ ∈ ∂+T 0
0 )
∥∥∥T ∆∗

0 − (I +∆
∗Q∗)

∥∥∥< ∆
∗
ε. (77)

Furthermore, because of Equation (21) and N9, there is some 0 < ∆ < min{δ ,δ ∗} such
that ∥∥∥T ∆

0 − (I +∆Q)
∥∥∥< ∆ε. (78)

If we now define n := bc/∆c and d := c−n∆, then n∆≤ c < (n+1)∆ and therefore also
0≤ d < ∆. Because of Proposition 5.1, Equation (4) and Definition 5.2, we know that

T c
0 =

(
n

∏
j=1

T j∆
( j−1)∆

)
T c

n∆ =
(

T ∆
0

)n
T d

0

and therefore, it follows from Lemma A.2 that∥∥eQc−T c
0
∥∥= ∥∥∥(T ∆

0

)n
T d

0 −
(

eQ∆

)n
eQd
∥∥∥≤ n

∥∥∥T ∆
0 − eQ∆

∥∥∥+∥∥∥T d
0 − eQd

∥∥∥ . (79)

From Equation (78) and Lemma A.3, we infer that∥∥∥T ∆
0 − eQ∆

∥∥∥≤ ∥∥∥T ∆
0 − (I +∆Q)

∥∥∥+∥∥∥(I +∆Q)− eQ∆

∥∥∥≤ ∆ε +∆
2 ‖Q‖2 . (80)

Since d < ∆ < δ ∗, we infer from Equation (77) that there is some Q∗ ∈ ∂+T 0
0 such that∥∥T d

0 − (I +dQ∗)
∥∥< dε . Hence, also using Lemma A.3, we find that∥∥∥T d

0 − eQd
∥∥∥≤ ∥∥∥T d

0 − (I +dQ∗)
∥∥∥+‖(I +dQ∗)− (I +dQ)‖+

∥∥∥(I +dQ)− eQd
∥∥∥

≤ dε +d ‖Q∗−Q‖+d2 ‖Q‖2 ≤ dε +d ‖Q∗‖+d ‖Q‖+d2 ‖Q‖2 . (81)

By combining Equations (79), (80) and (81), it follows that∥∥eQc−T c
0
∥∥≤ n∆ε +n∆

2 ‖Q‖2 +dε +d ‖Q∗‖+d ‖Q‖+d2 ‖Q‖2 .

Taking into account that ‖Q‖ ≤ B, ‖Q∗‖ ≤ B, n∆≤ c and d < ∆ < δ , this implies that∥∥eQc−T c
0
∥∥≤ cε + cδB2 +δε +2δB+δ

2B2.

Since this is true for any ε > 0 and δ > 0, it follows that
∥∥eQc−T c

0

∥∥≤ 0, which implies
that T c

0 = eQc. Since this is true for all c≥ 0, it follows from Definition 5.2 that

T s
t = T s−t

0 = eQ(s−t) for all 0≤ t ≤ s, (82)

or equivalently, that TP = TQ.
Finally, we prove that Q is unique. Assume ex absurdo that this is not the case, or

equivalently, that there are rate matrices Q1 and Q2, with Q1 6= Q2, such that TP =TQ1
and TP = TQ2 . For all ∆ > 0, we then have that T ∆

0 = eQ1∆ = eQ2∆, and therefore, it
follows from Lemma A.1 that ∂+T 0

0 =Q1 and ∂+T 0
0 =Q2, which implies that Q1 =Q2.

From this contradiction, it follows that Q is indeed unique.

Proposition 5.5. Consider any well-behaved homogeneous Markov chain P ∈ PWHM

and let QP ∈R be its corresponding rate matrix. Then ∂T t
t = ∂+T t

t = ∂−T t
t = QP and

∂T t
t = ∂+T t

t = ∂−T t
t = {QP}.

Proof. The result about the partial derivatives is an immediate consequence of Lemma A.1
and the fact that T t+∆

t = T t
t−∆

= eQ∆. The result about the outer partial derivatives then
follows from Corollary 4.8.
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D Proofs for the results in Section 6

Proposition 6.1. Consider any bounded set of rate matrices Q, and any non-empty set
M of probability mass functions on X . Then,

PWHM
Q,M ⊆ PWM

Q,M ⊆ PW
Q,M .

Proof. This is immediate from Definitions 6.3 and 6.4 and the fact that PWHM ⊆
PWM ⊆ PW.

Proposition 6.2. Consider any non-empty bounded set of rate matrices Q and let M
be any non-empty set of probability mass functions on X . Then for any p ∈M , any
ordered finite sequence of time points u = t0, . . . , tn in U /0 and any collection of rate
matrices Q0, . . . ,Qn+1 ∈ Q, there is a well-behaved continuous-time Markov chain
P ∈ PWM

Q,M such that P(X0 = y) = p(y) for all y ∈X and such that TP is given by
Equation (27).

Proof. Proposition 5.6 implies the existence of a process P∈ PWM such that P(X0 = y)
for all y ∈X and such that TP satisfies Equation (27). It remains to show that P ∈
PWM

Q,M . Because of Equation (28), and since we already know that p ∈M , this means
that we have to show that ∂T t

t ⊆Q for all t ∈ R≥0. To this end, consider any t ∈ R≥0.
We consider several cases. If t < t0, then ∂T t

t corresponds to T
[0,t0]

Q0
, and it then

follows from Proposition 5.5 that ∂T t
t = {Q0} ⊆Q. If t > tn, then ∂T t

t corresponds to
T

[tn,∞)
Qn+1

, in which case ∂T t
t = {Qn+1} ⊆Q. Similarly, if there is some i ∈ {1, . . . ,n}

such that t ∈ (ti−1, ti), then ∂T t
t corresponds to T

[ti−1,ti]
Qi

, and therefore ∂T t
t = {Qi}⊆Q.

The only remaining case is when t = ti 6= 0 for some i ∈ {0, . . . ,n}. In this case, we
have that ∂+T t

t = {Qi+1} and, if t 6= 0, that ∂−T t
t = {Qi}, and therefore, it follows

from Definition 4.7 that ∂T t
t ⊆Q.

Theorem 6.3. Consider a non-empty convex set of rate matrices Q⊆R, and any non-
empty set M of probability mass functions on X . Fix a finite sequence of time points
u ∈U . Choose any P/0 ∈ PW

Q,M and, for all xu ∈Xu, choose some Pxu ∈ PW
Q,M . Then

there is a stochastic process P ∈ PW
Q,M such that, for all u1,u2 ⊆ u such that u1 < u2,

all xu ∈Xu and all A ∈Au:

P(Xu2 = xu2 |Xu1 = xu1) = P/0(Xu2 = xu2 |Xu1 = xu1) (29)
and

P(A|Xu = xu) = Pxu(A|Xu = xu). (30)

Proof. This proof is rather lengthy, and consists of two parts. First, we will show that
there exists a stochastic process P that satisfies Equations (29) and (30), by constructing
it as the extension of a coherent conditional probability on a set of events C ⊂ C SP.
Next, we will finish the proof by showing that P ∈ PW

Q,M , as desired.
Let C := C /0∪ (

⋃
xu∈Xu Cxu), with

C /0 := {(A,Xv = xv) ∈ C SP : v ∈U<maxu and
A ∈ 〈{(Xt = x) : x ∈X , t ∈ [0,maxu]}〉} (83)

and, for all xu ∈Xu,

Cxu := {(A,Xv = xv) ∈ C SP : u⊆ v ∈U , xv\u ∈Xv\u, A ∈Au∪(v\[0,maxu])} (84)
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Consider a real-valued function P̃ on C that is defined, for all (A,Xv = xv) ∈ C , by

P̃(A|Xv = xv) :=

{
P/0(A|Xv = xv) if (A,Xv = xv) ∈ C /0

Pxu(A|Xu∪(v\[0,maxu]) = xu∪(v\[0,maxu])) if (A,Xv = xv) ∈ Cxu .

(85)
We first prove that P̃ is a coherent conditional probability on C . So consider any

n ∈N and, for all i ∈ {1, . . . ,n}, choose (Ai,Ci) ∈ C and λi ∈R. We need to show that

max

{
n

∑
i=1

λiICi(ω)
(
P̃(Ai|Ci)− IAi(ω)

) ∣∣∣∣∣ ω ∈C0

}
≥ 0, (86)

with C0 := ∪n
i=1Ci.

Let S∗ := {i ∈ {1, . . . ,n} : (Ai,Ci) ∈ C /0}. We first consider the case S∗ 6= /0. Then
since P/0 is a stochastic process, it follows from Equation (85) and Definitions 4.3
and 4.2 that

max

{
∑

i∈S∗
λiICi(ω)

(
P̃(Ai|Ci)− IAi(ω)

) ∣∣∣∣∣ ω ∈C∗
}
≥ 0,

with C∗ := ∪i∈S∗Ci. Therefore, there is some ω∗ ∈C∗ such that

∑
i∈S∗

λiICi(ω
∗)
(
P̃(Ai|Ci)− IAi(ω

∗)
)
≥ 0. (87)

If S∗ = /0, we let ω∗ be any element of C0 (this is always possible, because C0 6= /0).
Clearly, this path ω∗ will then also satisfy Equation (87)—because the left-hand side
is a sum over an empty set and therefore zero.

Now let x∗u ∈Xu be defined by x∗u := ω∗|u. Then for all i ∈ {1, . . . ,n} such that
(Ai,Ci) ∈ Cx∗u , we know from Equation (84) that there are u⊆ vi ∈U and xvi\u ∈Xvi\u
such that

Ci = (Xu = x∗u)∩ (Xvi\u = xvi\u) =C∗i ∩C∗∗i , (88)

with C∗i := (X(vi\u)∩[0,maxu] = x(vi\u)∩[0,maxu]), and

C∗∗i := (Xu = x∗u)∩ (Xvi\[0,maxu] = xvi\[0,maxu]) . (89)

Using this notation, we define

S∗∗ := {i ∈ {1, . . . ,n} : (Ai,Ci) ∈ Cx∗u and IC∗i (ω
∗) = 1}. (90)

We first consider the case S∗∗ 6= /0. Since Px∗u is a stochastic process, it then follows
from Definitions 4.3 and 4.2 that

max

{
∑

i∈S∗∗
λiIC∗∗i (ω)

(
Px∗u(Ai|C∗∗i )− IAi(ω)

) ∣∣∣∣∣ ω ∈C∗∗
}
≥ 0,

with C∗∗ := ∪i∈S∗∗C∗∗i . Because of Equation (85), this implies that

max

{
∑

i∈S∗∗
λiIC∗∗i (ω)

(
P̃(Ai|Ci)− IAi(ω)

) ∣∣∣∣∣ ω ∈C∗∗
}
≥ 0,
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which allows us to infer that there is some ω∗∗ ∈C∗∗ such that

∑
i∈S∗∗

λiIC∗∗i (ω∗∗)
(
P̃(Ai|Ci)− IAi(ω

∗∗)
)
≥ 0. (91)

Furthermore, since ω∗∗ ∈C∗∗, Equation (89) implies that

ω
∗∗|u = x∗u = ω

∗|u . (92)

If S∗∗ = /0, we let ω∗∗ = ω∗. Clearly, also in this case, ω∗∗ satisfies Equations (91)
and (92).

For any i ∈ {1, . . . ,n}, because (Ai,Ci) ∈ C , there exists some finite sequence of
time points wCi ∈U such that Ci only depends on the time points in wCi . Furthermore,
it follows from Equations (83) and (84) that Ai is an element of some algebra A that
is generated by a set of events that only depend on a finite number of time points.
Therefore, there is also some finite sequence of time points wAi ∈U , such that Ai only
depends on the time points in wAi . If we now let wi := wAi ∪wCi , then (Ai,Ci) only
depends on the (finite) sequence of time points wi.

Because this holds for any i ∈ {1, . . . ,n}, this implies the existence of some finite
sequence w ∈U such that wi ⊆ w for all i ∈ {1, . . . ,n}.

Now let ω∗∗∗ ∈Ω be any path such that, for all s ∈ w,

ω
∗∗∗(s) :=

{
ω∗(s) if s < maxu
ω∗∗(s) if s≥maxu

Equation (12) guarantees that this ω∗∗∗ ∈ Ω exists. Furthermore, because of Equa-
tion (92), we know that, for all s ∈ w,

ω
∗∗∗(s) = ω

∗(s) if s ∈ [0,maxu] (93)
and

ω
∗∗∗(s) = ω

∗∗(s) if s ∈ u∪ [maxu,+∞) (94)

and therefore, it follows from Equation (88) that

ω
∗∗∗ ∈Ci⇔ (ω∗∗∗ ∈C∗i and ω

∗∗∗ ∈C∗∗i )⇔ (ω∗ ∈C∗i and ω
∗∗ ∈C∗∗i ) (95)

for all i ∈ {1, . . . ,n} such that (Ai,Ci) ∈ Cx∗u .
Next, for any i ∈ S∗, we infer from Equation (83) that the value of IAi(ω

∗∗∗) and
ICi(ω

∗∗∗) is completely determined by ω∗∗∗(t), t ∈ (w∩ [0,maxu]). Therefore, it fol-
lows from Equations (87) and (93) that

∑
i∈S∗

λiICi(ω
∗∗∗)
(
P̃(Ai|Ci)− IAi(ω

∗∗∗)
)
≥ 0. (96)

Similarly, for any i∈ S∗∗, Equations (95) and (90) imply that ICi(ω
∗∗∗)= IC∗∗i (ω∗∗),

and Equations (84) and (94) imply that IAi(ω
∗∗∗) = IAi(ω

∗∗). Therefore, it follows
from Equation (91) that

∑
i∈S∗∗

λiICi(ω
∗∗∗)
(
P̃(Ai|Ci)− IAi(ω

∗∗∗)
)
≥ 0. (97)

Consider now any i ∈ {1, . . . ,n} such that i /∈ S∗ and i /∈ S∗∗. Since i /∈ S∗, there is
some xu ∈Xu such that (Ai,Ci) ∈ Cxu . If xu = x∗u, then since i /∈ S∗∗, it follows from
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Equation (90) that IC∗i (ω
∗)= 0, and therefore, Equation (95) implies that ICi(ω

∗∗∗)= 0.
If xu 6= x∗u, then (Xu = xu)∩ (Xu = x∗u) = /0, and therefore, since (Ai,Ci) ∈ Cxu implies
that Ci ⊆ (Xu = xu), it follows that Ci ∩ (Xu = x∗u) = /0. Since it follows from Equa-
tions (92) and (94) that ω∗∗∗(t) = x∗t for all t ∈ u, this implies that ω∗∗∗ /∈ Ci, and
therefore, we find that ICi(ω

∗∗∗) = 0. Hence, in all cases, we find that ICi(ω
∗∗∗) = 0.

Since this is true for any i ∈ {1, . . . ,n} such that i /∈ S∗ and i /∈ S∗∗, it follows from
Equations (96) and (97) that

n

∑
i=1

λiICi(ω
∗∗∗)
(
P̃(Ai|Ci)− IAi(ω

∗∗∗)
)
≥ 0. (98)

We will now prove that ω∗∗∗ ∈ C0. We consider two cases: S∗ 6= /0 and S∗ = /0.
First assume that S∗ 6= /0. In that case, we have that ω∗ ∈C∗, which implies that there
is some i ∈ S∗ such that ω∗ ∈ Ci. It then follows from Equations (83) and (93) that
ω∗∗∗ ∈Ci ⊆C0. Next, assume that S∗ = /0. In that case, we have that ω∗ ∈C0, which
implies that there is some i ∈ {1, . . . ,n} such that ω∗ ∈Ci. Since (Ai,Ci) ∈ C and S∗ =
/0, there is some xu ∈Xu such that (Ai,Ci) ∈ Cxu and, since Equation (84) implies that
xt =ω∗(t) for all t ∈ u, it follows that xu = x∗u. We conclude from this that (Ai,Ci)∈Cx∗u .
Furthermore, since ω∗ ∈Ci⊆C∗i , we know that IC∗i (ω

∗)= 1. Therefore, it follows from
Equation (90) that S∗∗ 6= /0, which implies that ω∗∗ ∈C∗∗. Hence, there is some j ∈ S∗∗

such that ω∗∗ ∈C∗∗j and, since j ∈ S∗∗, we also know that IC∗j (ω
∗) = 1, or equivalently,

that ω∗ ∈C∗j . By combining this with Equation (95), it follows that ω∗∗∗ ∈C j ⊆C0. So,
in all cases, we find that ω∗∗∗ ∈C0. By combining this with Equation (98), it follows
that Equation (86) holds, and therefore, that P̃ is coherent.

Since P̃ is coherent, and because C ⊆ C SP, it now follows from Theorem 4.2 and
Definition 4.3 that P̃ can be extended to a stochastic process P. Furthermore, since P
coincides with P̃ on C , it follows from Equation (85) that P satisfies Equations (29)
and (30). This concludes the first part of this proof.

In the remainder of this proof, we will show that P∈ PW
Q,M , as desired. To this end,

let P∗ be any full conditional probability that coincides with P on C SP; Corollary 4.4
implies that such a full conditional probability always exists.

Now observe that due to Equation (83), we have for all x ∈X that (X0 = y,X/0 =
x /0) ∈ C /0. Therefore, and because of Equation (85), we find that

P(X0 = y) = P(X0 = y |X/0 = x /0) = P/0(X0 = y |X/0 = x /0) = P/0(X0 = y) for all y ∈X ,

which together with the fact that P/0 ∈ PW
Q,M , implies that P(X0) ∈M . Hence, in order

to prove that P ∈ PW
Q,M , it remains to show that P is well-behaved as well as consistent

with Q.
In order to do this, we start by establishing an important equality. Consider any

w ∈U and s ∈ R≥0 such that w < s and u < s. Then for all xw ∈Xw and y ∈X , we



D Proofs for the results in Section 6 88

have that

P(Xs = y|Xw = xw) = P∗(Xs = y|Xw = xw)

= ∑
xu\w∈Xu\w

P∗(Xs = y,Xu\w = xu\w|Xw = xw)

= ∑
xu\w∈Xu\w

P∗(Xs = y|Xu\w = xu\w,Xw = xw)P∗(Xu\w = xu\w|Xw = xw)

= ∑
xu\w∈Xu\w

P∗(Xs = y|Xu = xu,Xw\u = xw\u)P
∗(Xu\w = xu\w|Xw = xw)

= ∑
xu\w∈Xu\w

P(Xs = y|Xu = xu,Xw\u = xw\u)P
∗(Xu\w = xu\w|Xw = xw)

= ∑
xu\w∈Xu\w

P̃(Xs = y|Xu = xu,Xw\u = xw\u)P
∗(Xu\w = xu\w|Xw = xw)

= ∑
xu\w∈Xu\w

Pxu(Xs = y|Xu = xu,Xw\[0,maxu] = xw\[0,maxu])P
∗(Xu\w = xu\w|Xw = xw)

(99)

Using this equality, we will next show that for small enough ∆∈R>0, the transition
matrices T t+∆

t,xv and T t
t−∆,xv

corresponding to P can each be written as a (different) convex
combination of transition matrices corresponding to processes in PW

Q,M .
Formally, we will show that for any t ≥ 0, v ∈ U<t and xv ∈Xv, there is some

finite index set I , some v∗ ∈U<t , a set of non-negative coefficients (λi)i∈I that sum
to one, a set of stochastic processes (iP ∈ PW

Q,M )i∈I and a set of state instantiations
(ixv∗ ∈Xv∗)i∈I such that

(∃δ > 0) (∀0 < ∆ < δ ) T t+∆
t,xv = ∑

i∈I
λi

iT t+∆

t,ixv∗
(100)

and, similarly, that for any t > 0, v ∈ U<t and xv ∈Xv, there is some finite index set
I , some v∗ ∈U<t , a set of non-negative coefficients (λi)i∈I that sum to one, a set of
stochastic processes (iP ∈ PW

Q,M )i∈I and a set of state instantiations (ixv∗ ∈Xv∗)i∈I
such that

(∃δ > 0) (∀0 < ∆ < δ ) T t
t−∆,xv

= ∑
i∈I

λi
iT t

t−∆,ixv∗
. (101)

We start by constructing the convex combination that satisfies Equation (100). So
consider any t ≥ 0, v∈U<t and xv ∈Xv. We distinguish between two cases: t < maxu
and t ≥ maxu. If t < maxu, then for all ∆ ∈ (0,maxu−maxv) and x,y ∈X , we see
that (Xt+∆ = y,(Xt = x,Xv = xv)) ∈ C /0, and therefore, since P is an extension of P̃, it
follows from Equation (85) that

P(Xt+∆ = y|Xt = x,Xv = xv) = P/0(Xt+∆ = y|Xt = x,Xv = xv).

Hence, if we let I := {i}, v∗ := v, λi := 1, iP := P/0 and ixv∗ := xv, Equation (100) is
satisfied by choosing δ := maxu−maxv. If t ≥ maxu, then for all ∆ > 0, it follows
from Equation (99) (with s := t +∆ and w := v∪ t) that

P(Xt+∆ = y|Xt = x,Xv = xv)

= ∑
xu\(v∪t)∈Xu\(v∪t)

Pxu(Xt+∆ = y|Xt = x,X(u\t)∪(v\[0,maxu]) = x(u\t)∪(v\[0,maxu]))

P∗(Xu\(v∪t) = xu\(v∪t)|Xt = x,Xv = xv).
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Therefore, if we let I :=Xu\(v∪t), v∗ :=(u\t)∪(v\ [0,maxu]) and, for all xu\(v∪t) ∈I ,

λxu\(v∪t) := P∗(Xu\(v∪t) = xu\(v∪t)|Xt = x,Xv = xv),

xu\(v∪t)P = Pxu and xu\(v∪t)xv∗ := x(u\t)∪(v\[0,maxu]), Equation (100) is satisfied for any δ >
0. Hence, Equation (100) can be satisfied both when t < maxu and when t ≥maxu.

We will next construct the convex combination that satisfies Equation (101). So,
consider any t > 0, v ∈ U<t and xv ∈Xv. We again distinguish between two cases:
t ≤maxu and t > maxu. If t ≤maxu, then for all ∆ ∈ (0, t−maxv) and x,y ∈X , we
see that (Xt = y,(Xt−∆ = x,Xv = xv)) ∈ C /0, and therefore, since P is an extension of P̃,
it follows from Equation (85) that

P(Xt = y|Xt−∆ = x,Xv = xv) = P/0(Xt = y|Xt−∆ = x,Xv = xv).

Hence, if we let I := {i}, v∗ := v, λi := 1, iP := P/0 and ixv∗ := xv, Equation (101) is
satisfied by choosing δ := t−maxv. If t > maxu, then for all ∆ ∈ (0, t−max(v∪u)),
it follows from Equation (99) (with s := t and w := v∪ t−∆) that

P(Xt = y|Xt−∆ = x,Xv = xv)

= ∑
xu\v∈Xu\v

Pxu(Xt = y|Xt−∆ = x,Xu∪(v\[0,maxu]) = xu∪(v\[0,maxu]))

P∗(Xu\v = xu\v|Xt−∆ = x,Xv = xv).

Therefore, if we let I := Xu\v, v∗ := u∪ (v\ [0,maxu]) and, for all xu\v ∈I ,

λxu\v := P∗(Xu\v = xu\v|Xt−∆ = x,Xv = xv),

xu\vP = Pxu and xu\vxv∗ := xu∪(v\[0,maxu]), Equation (101) is satisfied by choosing δ :=
t−max(v∪u). Hence, Equation (101) can be satisfied both when t ≤maxu and when
t > maxu.

Therefore, indeed, as claimed before, both T t+∆
t,xv and T t

t−∆,xv
can be written as a con-

vex combination of transition matrices corresponding to elements of PW
Q,M —assuming

that ∆ is small enough. We will now use this fact to prove that P is well-behaved and
consistent with Q.

We start by proving that P is well-behaved. First consider any t ≥ 0, v ∈U<t and
xv ∈Xv, and consider the indexed set {iP ∈ PW

Q,M }i∈I of stochastic processes whose
transition matrices appear in the convex combination that satisfies Equation (100).
Then,

limsup
∆→0+

1
∆

∥∥∥T t+∆
t,xv − I

∥∥∥= limsup
∆→0+

1
∆

∥∥∥∥∥∑
i∈I

λi
iT t+∆

t,ixv∗
− I

∥∥∥∥∥
≤ ∑

i∈I
λi limsup

∆→0+

1
∆

∥∥∥iT t+∆

t,ixv∗
− I
∥∥∥<+∞ ,

(102)

where the last inequality follows from Proposition 4.5 and the fact that every process
iP that appears in this combination is well-behaved.

Similarly, for any t > 0, v ∈U<t and xv ∈Xv, Equation (101) can be satisfied with
a convex combination of transition matrices corresponding to well-behaved processes,
which implies that

limsup
∆→0+

1
∆

∥∥T t
t−∆,xv

− I
∥∥= limsup

∆→0+

1
∆

∥∥∥∥∥∑
i∈I

λi
iT t

t−∆,ixv∗
− I

∥∥∥∥∥
≤ ∑

i∈I
λi limsup

∆→0+

1
∆

∥∥∥iT t
t−∆,ixv∗

− I
∥∥∥<+∞.

(103)
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Because the t ∈R≥0, v ∈U<t and xv ∈Xv in Equation (102), and the t ∈R>0, v ∈U<t
and xv ∈Xv in Equation (103) are arbitrary, by invoking Proposition 4.5, it follows that
P is well-behaved.

We end by proving that P is consistent with Q. Assume ex absurdo that P is not
consistent with Q, or equivalently, that there are t ≥ 0, v ∈U<t , xv ∈Xv and Q∗ ∈R
such that Q∗ ∈ ∂T t

t,xv and Q∗ /∈Q. We will show that this leads to a contradiction. We
consider two (possibly overlapping) cases: Q∗ ∈ ∂+T t

t,xv and Q∗ ∈ ∂−T t
t,xv .

If Q∗ ∈ ∂+T t
t,xv , it follows from Equation (21) that there is a sequence {∆ j} j∈N→

0+ such that
lim

j→+∞

1
∆ j

(T
t+∆ j

t,xv − I) = Q∗ (104)

Consider the I , v∗ ∈ U<t , {λi}i∈I , {iP ∈ PW
Q,M }i∈I , {ixv∗}i∈I and δ that satisfy

Equation (100). Fix any i ∈I . Since iP is well-behaved, the sequence{
1
∆ j

(iT
t+∆ j

t, ixv∗
− I)

}
j∈N

is bounded, and therefore, the Bolzano-Weierstraß theorem implies that it has a con-
vergent subsequence, of which we denote the limit by Qi. Hence, without loss of
generality—simply remove the indexes j that do not correspond to the subsequence—
we may assume that

lim
j→+∞

1
∆ j

(iT
t+∆ j

t, ixv∗
− I) = Qi. (105)

Since we know from Proposition 3.3 that Qi is a limit of rate matrices, Qi is also a rate
matrix, and therefore, it follows from Equation (21) that Qi ∈ ∂+

iT t
t, ixv∗

, which, since
iP is consistent with Q, implies that Qi ∈ Q. By repeating this argument for every
other i ∈ I , we obtain a set of rate matrices {Qi ∈Q}i∈I such that, without loss of
generality, Equation (105) holds for every i∈I . Additionally, since lim j→∞ ∆ j = 0, we
may assume without loss of generality that 0 < ∆ j < δ for all j ∈ N. Equations (100)
and (105) now imply that

lim
j→+∞

1
∆ j

(T
t+∆ j

t,xv − I) = lim
j→+∞

1
∆ j

(∑
i∈I

λi
iT

t+∆ j
t,ixv∗
− I) = ∑

i∈I
λiQi,

which, because of Equation (104), implies that Q∗ = ∑i∈I λiQi. Since Q is convex,
this implies that Q∗ ∈ Q, a contradiction. Recall that this contradiction was derived
from the assumption that Q∗ ∈ ∂+T t

t,xv .
If instead Q∗ ∈ ∂−T t

t,xv , a completely analogous argument leads to the same con-
tradiction: simply use Equations (22) and (101) instead of Equations (21) and (100),
respectively, and adapt the rest of the argument accordingly. Since the two cases
Q∗ ∈ ∂+T t

t,xv and Q∗ ∈ ∂−T t
t,xv both lead to a contradiction, we conclude that our ex

absurdo assumption must be false, or equivalently, that P is consistent with Q.
Hence, since we already know that P is a well-behaved stochastic process such that

P(X0) ∈M , it follows that P ∈ PW
Q,M .

Proposition 6.4. Consider any non-empty bounded set of rate matrices Q, and any
non-empty set M of probability mass functions on X . Then,

EW
Q,M [· | ·]≤ EWM

Q,M [· | ·]≤ EWHM
Q,M [· | ·] .
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Proof. This result is an immediate consequence of Proposition 6.1 and Definition 6.5.

Theorem 6.5. Let Q be an arbitrary non-empty, bounded, and convex set of rate
matrices, and consider any non-empty set M of probability mass functions on X .
Then for any u,v,w ∈U such that u < v < w and any f ∈L (Xu∪v∪w):

EW
Q,M [ f (Xu,Xv,Xw) |Xu] = EW

Q,M

[
EW

Q,M [ f (Xu,Xv,Xw) |Xu,Xv]
∣∣∣Xu

]
. (35)

Proof. Let g(Xu,Xv) := EW
Q,M [ f (Xu,Xv,Xw)|Xu,Xv] and fix any xu ∈Xu. For any P ∈

PW
Q,M , it then follows from the basic properties of expectations (which follow from F1–

F4) and Definition 6.5 that

EP [ f (Xu,Xv,Xw)|xu] = EP
[
EP [ f (Xu,Xv,Xw)|Xu,Xv] |xu

]
≥ EP

[
g(Xu,Xv)|xu

]
≥ EW

Q,M

[
g(Xu,Xv)|xu

]
.

Since P ∈ PW
Q,M is arbitrary, this implies that

EW
Q,M [ f (Xu,Xv,Xw)|xu]≥ EW

Q,M

[
g(Xu,Xv)|xu

]
. (106)

Now fix any ε ∈ R>0. Then due to Definition 6.5, there is some P/0 ∈ PW
Q,M such that

EP/0

[
g(xu,Xv)|xu

]
= EP/0

[
g(Xu,Xv)|xu

]
< EW

Q,M

[
g(Xu,Xv)

∣∣xu
]
+ ε/2, (107)

where the first equality follows from the basic properties of expectations. Similarly, for
all xv ∈Xv, there is some Pxv ∈ PW

Q,M such that

EPxv [ f (Xu,Xv,Xw)|xu,xv]< EW
Q,M [ f (Xu,Xv,Xw)|xu,xv]+ ε/2 = g(xu,xv)+ ε/2. (108)

Since Q is non-empty, bounded, and convex, Theorem 6.3 now implies the existence
of a process P ∈ PW

Q,M such that for all xv ∈Xv and xw ∈Xw:

P(Xv = xv |Xu = xu) = P/0(Xv = xv |Xu = xu)
and

P(Xw = xw |Xu = xu,Xv = xv) = Pxv(Xw = xw |Xu = xu,Xv = xv)

and therefore also, due to Equations (107) and (108),

EP[g(xu,Xv)|xu] = EP/0 [g(xu,Xv)|xu]< EW
Q,M

[
g(Xu,Xv)

∣∣xu
]
+ ε/2

and
EP[ f (Xu,Xv,Xw)|xu,xv] = EPxv [ f (Xu,Xv,Xw)|xu,xv]< g(xu,xv)+ ε/2.

Hence, we find that

EP
[
EP [ f (Xu,Xv,Xw)|xu,Xv] |xu

]
≤ EP

[
g(xu,Xv)

∣∣xu
]
+ ε/2 < EW

Q,M

[
g(Xu,Xv)

∣∣xu
]
+ ε.

Since ε was arbitrary, and because

EW
Q,M [ f (Xu,Xv,Xw)|xu]≤ EP [ f (Xu,Xv,Xw)|xu] = EP

[
EP [ f (Xu,Xv,Xw)|xu,Xv] |xu

]
,

this implies that EW
Q,M [ f (Xu,Xv,Xw)|xu] ≤ EW

Q,M

[
g(Xu,Xv)

∣∣xu
]

and therefore, be-
cause of Equation (106), that EW

Q,M [ f (Xu,Xv,Xw)|xu] = EW
Q,M

[
g(Xu,Xv)

∣∣xu
]
. Since

xu was arbitrary, this implies that EW
Q,M [ f (Xu,Xv,Xw)|Xu] = EW

Q,M

[
g(Xu,Xv)

∣∣Xu
]
.

The result is now immediate because g(Xu,Xv) = EW
Q,M [ f (Xu,Xv,Xw)|Xu,Xv].
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Proposition 7.1. For any two lower transition operators T ,S ∈ T, their composition
T S is again a lower transition operator.

Proof. Consider any f ,g ∈ L (X ), λ ∈ R≥0 and x ∈X . Since T and S are lower
transition operators, they both satisfy LT1, and therefore, we find that

[T S f ](x)≥min{[S f ](y) : y ∈X }
≥min{min{ f (z) : z ∈X } : y ∈X }= min{ f (z) : z ∈X },

which implies that T S satisfies LT1 as well. Similarly, T S satisfies LT2 because

[T S( f +g)](x)≥ [T (S f +Sg)](x)≥ [T S f ](x)+ [T Sg](x),

where the first inequality follows from LT5 and the fact that S satisfies LT2, and where
the second inequality follows from the fact that T satisfies LT2. Finally, since T and S
both satisfy LT3, it follows that T S also satisfies LT3, because

[T S(λ f )](x) = [T (λS f )](x) = λ [T S f ](x).

We conclude that T S satisfies LT1-LT3, and therefore, because of Definition 7.4, it is a
lower transition operator.

We require the following two results for the proof of Proposition 7.2.

Lemma E.1. [13, Proposition 1] Consider any sequence {T i}i∈N of lower transition
operators such that T f = limi→∞ T i f for all f ∈L (X ). Then T is a lower transition
operator.

Lemma E.2. [13, Proposition 2] Let T be a lower transition operator, and consider
any sequence {T i}i∈N of lower transition operators. Then, T = limi→∞ T i if and only
if T f = limi→∞ T i f for all f ∈L (X ).

Proposition 7.2. The metric space (T,d) is complete with respect to the metric d that
is induced by our usual norm ‖·‖.

Proof. Consider any sequence {T i}i∈N of lower transition operators that is Cauchy
with respect to the operator norm ‖·‖. We will prove that {T i}i∈N converges to a limit
T : L (X )→L (X ) that is itself a lower transition operator.

Consider any f ∈L (X ) and x ∈X . For any k, ` ∈ N, (N11) then implies that

|[T k f ](x)− [T ` f ](x)| ≤ ‖T k f −T ` f‖= ‖(T k−T `) f‖ ≤ ‖T k−T `‖‖ f‖ .

Therefore, and because {T i}i∈N is Cauchy with respect to the norm ‖·‖, it follows
that {[T i f ](x)}i∈N is Cauchy with respect to the norm |·|. Hence, since R is (well
known to be) complete with respect to the topology that is induced by |·|, we find that
{[T i f ](x)}i∈N converges to a limit in R, which we will denote by [T f ](x). Let T f
be the unique function in L (X ) that has [T f ](x), x ∈X , as its components. Then
clearly, T f = limi→+∞ T i f .

Let T : L (X )→L (X ) be the unique operator that maps any f ∈L (X ) to T f .
It then follows from Lemma E.1 that T is a lower transition operator. Therefore, and
because we already know that T f = limi→+∞ T i f for all f ∈L (X ), it now follows
from Lemma E.2 that limi→+∞ T i = T .
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Proposition 7.5. For any non-empty bounded set Q ⊆ R of rate matrices, the cor-
responding operator Q : L (X )→ L (X ), as defined by Equation (38), is a lower
transition rate operator.

Proof. Consider any Q ∈ Q. It then follows from Definition 3.2 that the matrix Q,
when regarded as a map from L (X ) to L (X ), satisfies LR1–LR4. Since each of
these properties is preserved under taking lower envelopes, it follows that Q satisfies
LR1–LR4, which means that Q is a lower transition rate operator.

Proposition 7.6. Consider a lower transition rate operator Q and let QQ be the cor-
responding set of dominating rate matrices, as defined by Equation (39). Then QQ
is non-empty and bounded and, for all f ∈L (X ), there is some Q ∈QQ such that
Q f = Q f .

Proof. We will start by showing that, for every f ∈ L (X ), there is some Q ∈QQ
such that Q f = Q f . To this end, fix any f ∈L (X ). Now choose ∆ > 0 small enough
such that 0≤ ∆

∥∥Q
∥∥≤ 1 (this always possible because of property LR5) and define

T := I +∆Q. Since Q is a lower transition rate operator, it then follows from Proposi-
tion 7.3 that T is a lower transition operator. For any x∈X , we now consider the oper-
ator T x : L (X )→R, as defined by Equation (37), which is a coherent lower prevision.
Because of [47, Theorem 3.3.3(b)], this implies the existence of an expectation oper-
ator Ex on L (X )—Reference [47] calls this a linear prevision on L (X )—such that
Exg ≥ T xg for all g ∈L (X ) and Ex f = T x f . Let Px be the unique probability mass
function that corresponds to Ex. For all x,y∈X , we now let T (x,y) := Px(y) :=Ex(Iy).
Then T is clearly a transition matrix. Furthermore, for every x ∈X and g ∈L (X ),
we have that (T g)(x) = Exg. Hence, it follows that T g ≥ T g for all g ∈L (X ) and
that T f = T f . Now let Q := 1/∆(T − I), which, because of Proposition 3.3, is a rate
matrix. Since T f = T f , it then follows that

Q f =
1
∆
(T f − f ) =

1
∆
(T f − f ) = Q f .

Similarly, since T g≥ T g for all g ∈L (X ), it follows that Qg≥ Qg, or equivalently,
since Q is a rate matrix, that Q ∈QQ. Since f was arbitrary, this proves that, for all
f ∈L (X ), there is some Q ∈QQ such that Q f = Q f . Since L (X ) is non-empty,
this clearly also implies that QQ is non-empty.

We end this proof by showing that QQ is bounded. Consider any x ∈X . Then for
all Q ∈QQ, we have that Q(x,x) = [QIx](x)≥ [QIx](x), which implies that

inf
{

Q(x,x) : Q ∈QQ

}
≥ [QIx](x)>−∞.

Since x ∈X is arbitrary, Proposition 3.5 now guarantees that QQ is bounded.

Proposition 7.7. Consider a lower transition rate operator Q and let QQ be the cor-
responding set of dominating rate matrices, as defined by Equation (39). Then QQ is
closed and convex, and has separately specified rows.

Proof. We start by showing that QQ is closed, or equivalently, that for any converging
sequence {Qi}i∈N in QQ, the limit Q := limi→+∞ Qi is again an element of QQ. Since
{Qi}i∈N belongs to the bounded set of rate matrices QQ—see Proposition 7.6—we
know that the limit Q is a real-valued matrix, and therefore, since R1 and R2 are clearly
both preserved under taking limits, Q is a rate matrix. Now, assume ex absurdo that
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Q /∈ QQ. Then, by Equation (39), there is some f ∈ L (X ) and some x ∈X such
that [Q f ] (x)<

[
Q f
]
(x), and therefore some ε ∈R>0 such that [Q f ](x)+ε < [Q f ](x).

Hence, since limi→+∞ Qi = Q, there is some i∗ ∈N such that [Qi∗ f ](x)< [Q f ](x)+ε <
[Q f ](x). Since Qi∗ ∈QQ, this is a contradiction. Therefore, Q ∈QQ, and because the
converging sequence {Qi}i∈N was arbitrary, this proves that QQ is closed.

Next, we show that QQ is convex, or equivalently, that for any two rate matrices
Q1,Q2 ∈QQ, and any λ ∈ [0,1], the matrix Qλ := λQ1+(1−λ )Q2 is again an element
of QQ. It is easily verified from Definition 3.2 that Qλ is a rate matrix. Furthermore,
for any f ∈L (X ), we find that

Qλ f = λQ1 f +(1−λ )Q2 f ≥ λQ f +(1−λ )Q f = Q f ,

where the inequality holds because Q1 and Q2 belong to QQ. Hence, it follows from
Equation (39) that Qλ ∈QQ.

We finally show that QQ has separately specified rows. For all x ∈X , let Qx :=
{Q(x, ·) : Q∈QQ}. Consider now any rate matrix Q such that, for all x∈X , Q(x, ·)∈
Qx and assume ex absurdo that Q /∈QQ. Equation (39) then implies the existence of
some f ∈L (X ) and x ∈X such that [Q f ] (x)<

[
Q f
]
(x). Since Q(x, ·) ∈Qx, this in

turn implies that there is some Q′ ∈QQ such that [Q′ f ] (x)<
[
Q f
]
(x), a contradiction.

Hence we find that Q ∈QQ.

Lemma E.3. Let Q be a non-empty, bounded, closed and convex set of rate matrices.
Then, for all x ∈X , Qx := {Q(x, ·) : Q ∈Q} is a non-empty, bounded, closed, and
convex subset of L (X ).

Proof. Fix any x ∈X . The non-emptiness, boundedness and convexity of Qx then
follows trivially from the fact that Q is non-empty, bounded and convex. It remains
to show that Qx is closed. Consider therefore any sequence {Qi}i∈N in Q such that
{Qi(x, ·)}i∈N converges to a limit Q∞(x, ·). We need to prove that Q∞(x, ·) ∈Qx.

Since {Qi}i∈N belongs to the—closed and bounded and therefore—compact set
Q, it has a convergent subsequence {Qik}k∈N whose limit Q∗ belongs to Q. Since
{Qi(x, ·)}i∈N converges to Q∞(x, ·), it follows that Q∗(x, ·) = Q∞(x, ·), which, since
Q∗ ∈Q, implies that Q∞(x, ·) ∈Qx.

Proposition 7.8. Consider any non-empty, bounded, closed and convex set of rate
matrices Q ⊆R with separately specified rows that has Q as its lower envelope. Then
Q = QQ.

Proof. Since Q has Q as its lower envelope, it follows from Equation (39) that Q ⊆
QQ. Assume ex absurdo that Q⊂QQ, or equivalently, that there is some Q∈QQ such
that Q /∈Q. Consider now any such Q.

Because Q has separately specified rows, it follows from Q /∈Q that there is some
x ∈X such that Q(x, ·) /∈Qx := {Q′(x, ·) : Q′ ∈Q}. Furthermore, since Q is non-
empty, bounded, closed and convex, it follows from Lemma E.3 that Qx is a non-empty,
bounded, closed and convex subset of L (X ), and therefore, since L (X ) is a normed
linear space and Q(x, ·) /∈Qx, it follows from the separating hyperplane theorem [40,
Chapter 14, Corollary 25] that there is a linear operator ψ : L (X )→ R such that

ψ(Q(x, ·))< inf{ψ(q) : q ∈Qx}= : C. (109)

Now let f ∈L (X ) be defined by f (y) := ψ(Iy) for all y ∈X . Then for any ε > 0,
since Q has Q as its lower envelope, and because of Equation (38), there is some
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Q∗ ∈Q such that [Q∗ f ](x)≤ [Q f ](x)+ ε , and therefore also

C ≤ ψ(Q∗(x, ·)) = ∑
y∈X

Q∗(x,y)ψ(Iy) = ∑
y∈X

Q∗(x,y) f (y) = [Q∗ f ](x)≤ [Q f ](x)+ ε.

Since ε > 0 is arbitrary, this implies that C ≤ [Q f ](x) and, by combining this with
Equation (109), it follows that

[Q f ](x) = ∑
y∈X

Q(x,y) f (y) = ∑
y∈X

Q(x,y)ψ(Iy) = ψ(Q(x, ·))<C ≤ [Q f ](x).

This implies that Q f 6≥ Q f , and therefore, that Q /∈QQ, a contradiction.

In order to prove the norm inequality stated by Proposition 7.9, we first give a
number of norm inequalities that are more conveniently proved separately. These in-
equalities are stated by Lemmas E.4-E.6 and Corollary E.7 below.

We start with the following result, which states that the distance between two com-
posed lower transition operators T 1T 2 · · ·T n and S1S2 · · ·Sn is bounded from above by
the sum of the distances ‖T i−Si‖ between their components. Note that this result is a
generalized version of Lemma A.2, which until this point has remained unproven. To
see that the result below indeed implies Lemma A.2, simply recall from Section 7.1
that every transition matrix T is also a lower transition operator.

Lemma E.4. Consider two finite sequences T 1, . . . ,T n and S1, . . . ,Sn of lower trans-
ition operators. Then ∥∥∥∥∥ n

∏
i=1

T i−
n

∏
i=1

Si

∥∥∥∥∥≤ n

∑
i=1
‖T i−Si‖ . (110)

Proof. We provide a proof by induction. Clearly, Equation (110) holds for n = 1.
Suppose that it holds for n−1. We show that it then also holds for n.∥∥∥∥∥ n

∏
i=1

T i−
n

∏
i=1

Si

∥∥∥∥∥=
∥∥∥∥∥ n

∏
i=1

T i−

(
n−1

∏
i=1

T i

)
Sn +

(
n−1

∏
i=1

T i

)
Sn−

n

∏
i=1

Si

∥∥∥∥∥
≤

∥∥∥∥∥ n

∏
i=1

T i−

(
n−1

∏
i=1

T i

)
Sn

∥∥∥∥∥+
∥∥∥∥∥
(

n−1

∏
i=1

T i

)
Sn−

n

∏
i=1

Si

∥∥∥∥∥
=

∥∥∥∥∥
(

n−1

∏
i=1

T i

)
T n−

(
n−1

∏
i=1

T i

)
Sn

∥∥∥∥∥+
∥∥∥∥∥
(

n−1

∏
i=1

T i−
n−1

∏
i=1

Si

)
Sn

∥∥∥∥∥
≤ ‖T n−Sn‖+

∥∥∥∥∥n−1

∏
i=1

T i−
n−1

∏
i=1

Si

∥∥∥∥∥‖Sn‖

≤ ‖T n−Sn‖+

∥∥∥∥∥n−1

∏
i=1

T i−
n−1

∏
i=1

Si

∥∥∥∥∥
≤ ‖T n−Sn‖+

n−1

∑
i=1
‖T i−Si‖=

n

∑
i=1
‖T i−Si‖ .

Here, in the second inequality, we applied Proposition 7.1 and properties N10 and LT7.
In the third inequality, we used property LT4. In the final inequality, we used the
induction hypothesis.
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Lemma E.5. Consider a lower transition rate operator Q and, for all i ∈ {1, . . . ,n},
some ∆i ≥ 0 such that ∆i

∥∥Q
∥∥≤ 1. Let ∆ := ∑

n
i=1 ∆i. Then∥∥∥∥∥ n

∏
i=1

(I +∆iQ)− (I +∆Q)

∥∥∥∥∥≤ ∆
2∥∥Q

∥∥2
.

Proof. We provide a proof by induction. For n = 1, the result is trivial. So consider the
case n≥ 2 and assume that the result is true for n−1.

For all i ∈ {2, . . . ,n}, since ∆i
∥∥Q
∥∥ ≤ 1, it follows from Proposition 7.3 that I and

(I +∆iQ) are lower transition operators. Therefore,∥∥∥∥∥ n

∏
i=1

(I +∆iQ)− (I +∆Q)

∥∥∥∥∥
=

∥∥∥∥∥ n

∏
i=2

(I +∆iQ)+∆1Q
n

∏
i=2

(I +∆iQ)− (I +
n

∑
i=2

∆iQ)−∆1Q

∥∥∥∥∥
≤

∥∥∥∥∥ n

∏
i=2

(I +∆iQ)− (I +
n

∑
i=2

∆iQ)

∥∥∥∥∥+
∥∥∥∥∥∆1Q

n

∏
i=2

(I +∆iQ)−∆1Q

∥∥∥∥∥
≤ (

n

∑
i=2

∆i)
2∥∥Q

∥∥2
+2∆1

∥∥Q
∥∥∥∥∥∥∥ n

∏
i=2

(I +∆iQ)− I

∥∥∥∥∥
≤ (

n

∑
i=2

∆i)
2∥∥Q

∥∥2
+2∆1

∥∥Q
∥∥ n

∑
i=2

∥∥(I +∆iQ)− I
∥∥

= (
n

∑
i=2

∆i)
2∥∥Q

∥∥2
+
(

2∆1

n

∑
i=2

∆i

)∥∥Q
∥∥2 ≤

(
∆1 +

n

∑
i=2

∆i

)2∥∥Q
∥∥2

= ∆
2∥∥Q

∥∥2
,

where the second inequality follows from the induction hypothesis and property LR6,
and the third inequality follows from Lemma E.4.

Lemma E.6. For any k ∈ {1, . . . ,n}, consider a sequence ∆k,i ≥ 0, i ∈ {1, . . . ,nk},
and let ∆k := ∑

nk
i=1 ∆k,i. Let C := ∑

n
k=1 ∆k and let δ := maxn

k=1 ∆k. Then for any lower
transition rate operator Q such that δ

∥∥Q
∥∥≤ 1:∥∥∥∥∥ n

∏
k=1

(
nk

∏
i=1

(I +∆k,iQ)

)
−

n

∏
k=1

(I +∆kQ)

∥∥∥∥∥≤ δC
∥∥Q
∥∥2

.

Proof. For any k ∈ {1, . . . ,n}, we know that ∆k,i
∥∥Q
∥∥≤ ∆k

∥∥Q
∥∥≤ δ

∥∥Q
∥∥≤ 1 for all i∈

{1, . . . ,nk}, and therefore, it follows from Propositions 7.3 and 7.1 that ∏
nk
i=1(I+∆k,iQ)

and (I +∆kQ) are lower transition operators. Hence,∥∥∥∥∥ n

∏
k=1

(
nk

∏
i=1

(I +∆k,iQ)

)
−

n

∏
k=1

(I +∆kQ)

∥∥∥∥∥≤ n

∑
k=1

∥∥∥∥∥
(

nk

∏
i=1

(I +∆k,iQ)

)
− (I +∆kQ)

∥∥∥∥∥
≤

n

∑
k=1

∆
2
k

∥∥Q
∥∥2 ≤

n

∑
k=1

δ∆k
∥∥Q
∥∥2

= δC
∥∥Q
∥∥2

,

where the first inequality follows from Lemma E.4 and the second inequality follows
from Lemma E.5.
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Corollary E.7. Let Q be a lower transition rate operator. Consider any t,s ∈R≥0 such
that t ≤ s and any u ∈U[t,s] such that σ(u)

∥∥Q
∥∥ ≤ 1. Then for all u′ ∈U[t,s] such that

u⊆ u′:
‖Φu−Φu′‖ ≤ σ(u)(s− t)

∥∥Q
∥∥2

.

Proof. This result is trivial if s = t, because then u = u′ = {t} = {s}. Hence, without
loss of generality, we assume that s > t, which implies that u = (t0, . . . , tn), with n ∈N,
t0 = t and tn = s. Since u ⊆ u′, we know that, for all k ∈ {1, . . . ,n}, there is some
sequence ∆k,i > 0, i ∈ {1, . . . ,nk}, with nk ∈ N and ∆k = ∑

nk
i=1 ∆k,i ≤ σ(u), such that

∑
n
k=1 ∆k = s− t,

Φu′ :=
n

∏
k=1

(
nk

∏
i=1

(I +∆k,iQ)

)
and Φu :=

n

∏
k=1

(I +∆kQ).

Because of Lemma E.6, this implies that ‖Φu′ −Φu‖ ≤ σ(u)(s− t)
∥∥Q
∥∥2.

Proposition 7.9. Consider any t,s∈R≥0 with t ≤ s, any δ ∈R>0 such that δ
∥∥Q
∥∥≤ 1,

and any u,u∗ ∈U[t,s] such that σ(u)≤ δ and σ(u∗)≤ δ . Let C := s− t. Then

‖Φu−Φu∗‖ ≤ 2δC
∥∥Q
∥∥2

.

Proof. Consider any u′ ∈U[t,s] that is finer than u and u∗, meaning that the timepoints
it consists of contain the timepoints in u and the timepoints in u∗. For example, let
u′ be the ordered union of the timepoints in u and u∗. Corollary E.7 then implies that
‖Φu−Φu′‖ ≤ δC

∥∥Q
∥∥2 and ‖Φu∗ −Φu′‖ ≤ δC

∥∥Q
∥∥2, and therefore, it follows that

‖Φu−Φu∗‖ ≤ ‖Φu−Φu′‖+‖Φu′ −Φu∗‖ ≤ 2δC
∥∥Q
∥∥2

.

Corollary 7.10. For every sequence {ui}i∈N in U[t,s] such that limi→∞ σ(ui) = 0, the
corresponding sequence {Φui}i∈N is Cauchy.

Proof. By definition of a Cauchy sequence, we need to show that

(∀ε > 0)(∃n ∈ N)(∀i, j ≥ n)
∥∥Φui −Φu j

∥∥< ε.

Therefore, fix any ε ∈ R>0, and choose δ ∈ R>0 such that 2δ (s− t)
∥∥Q
∥∥2

< ε and
δ
∥∥Q
∥∥ ≤ 1 [this is clearly always possible]. Because limi→∞ σ(ui) = 0, there is some

n ∈ N such that, for all i ≥ n, σ(ui) ≤ δ . Consider any i, j ≥ n. It then follows from
Proposition 7.9 that ∥∥Φui −Φu j

∥∥≤ 2δ (s− t)
∥∥Q
∥∥2

< ε .

Corollary 7.11. For every sequence {ui}i∈N in U[t,s] such that limi→∞ σ(ui) = 0, the
corresponding sequence {Φui}i∈N converges to a lower transition operator.

Proof. Since limi→∞ σ(ui) = 0, and due to Propositions 7.3 and 7.1 and property LR5,
there is some index n such that the sequence Φun ,Φun+1 , . . . consists of lower transition
operators. Due to Corollary 7.10, this sequence is Cauchy and therefore, because of
Proposition 7.2, this sequence has a limit that is also a lower transition operator. Since
the limit starting from n and the limit starting from 1 are identical (initial elements do
not influence the limit), we find that the sequence {Φui}i∈N has a limit, and that this
limit is a lower transition operator.
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Theorem 7.12. For any t,s∈R≥0 such that t ≤ s and any lower transition rate operator
Q, there is a unique lower transition operator T ∈ T such that

(∀ε > 0)(∃δ > 0)(∀u ∈U[t,s] : σ(u)≤ δ ) ‖T −Φu‖ ≤ ε. (43)

Proof. Let {ui}i∈N be any sequence in U[t,s] such that limi→∞ σ(ui) = 0. Because of
Corollary 7.11, the sequence {Φui}i∈N then converges to a lower transition operator,
which we denote by T .

Let C := s− t, fix any ε > 0, and choose any δ > 0 such that 4δC
∥∥Q
∥∥2

< ε and
δ
∥∥Q
∥∥≤ 1 [this is clearly always possible]. Since limi→+∞ Φui = T and limi→∞ σ(ui) =

0, there is some i∗ ∈ N such that

σ(ui∗)≤ δ and
∥∥T −Φui∗

∥∥≤ ε

2
. (111)

Consider now any u ∈U[t,s] such that σ(u)≤ δ . Then

‖T −Φu‖ ≤
∥∥T −Φui∗

∥∥+∥∥Φui∗ −Φu
∥∥≤ ε

2
+2δC

∥∥Q
∥∥2 ≤ ε,

where the second inequality follows from Equation (111) and Proposition 7.9.
It remains to show that T is unique. Therefore, let T ′ be any lower transition op-

erator that satisfies Equation (43). Then clearly, for any ε > 0, there is some u ∈U[t,s]
such that ‖T −Φu‖ ≤ ε and ‖T ′−Φu‖ ≤ ε , and therefore also ‖T −T ′‖ ≤ 2ε . Since
ε > 0 is arbitrary, this implies that ‖T −T ′‖ = 0, or equivalently, that T = T ′. Be-
cause this holds for every T ′ that satisfies Equation (43), it follows that T is the unique
operator satisfying this equation.

We following lemma restates the norm inequality given by Corollary E.7, so that it
can be used with lower transition operators Ls

t . In effect, it therefore provides a bound
on how well we can approximate the operator Ls

t using an operator Φu constructed
using a finite partition u ∈ U[t,s] of the interval [t,s]. In particular, this approximation
improves as we take u to be increasingly finer, that is, as we decrease σ(u).

Lemma E.8. Let Q be a lower transition rate operator. Then for any t,s ∈ R≥0 such
that t ≤ s and any u ∈U[t,s] such that σ(u)

∥∥Q
∥∥≤ 1:

‖Ls
t −Φu‖ ≤ σ(u)(s− t)

∥∥Q
∥∥2

.

Proof. Fix any ε > 0. Because of Definition 7.4, there is some u′ ∈ U[t,s] such that
u⊆ u′ and ‖Ls

t −Φu′‖ ≤ ε . By combining this with Corollary E.7, it follows that

‖Ls
t −Φu‖ ≤ ‖Ls

t −Φu′‖+‖Φu′ −Φu‖ ≤ ε +σ(u)(s− t)
∥∥Q
∥∥2

.

Since ε > 0 is arbitrary, the result is now immediate.

Proposition 7.13. Let Q be an arbitrary lower transition rate operator, and let T Q be
the corresponding lower transition operator system. Then, for all t,r,s ∈ R≥0 such that
t ≤ r ≤ s, it holds that

Ls
t = Lr

t Ls
r.

Furthermore, for all t ∈ R≥0, we have that Lt
t = I.
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Proof. Consider any t ∈ R≥0. Then U[t,t] contains only a single degenerate sequence
of time points u, which consists of the single time point t, and for this sequence u, we
trivially have that Φu = I and σ(u) = 0. Therefore, it follows from Definition 7.4 that
Lt

t = I.
Consider now any t,r,s,∈R≥0 such that t ≤ r≤ s. It remains to show that Ls

t =Lr
t Ls

r.
If t = r or r = s, this follows trivially from the first part of this proof. Hence, without
loss of generality, we may assume that t < r < s.

Fix any δ > 0 such that δ
∥∥Q
∥∥≤ 1. Since r > t, there is some 0<∆1 < δ and n1 ∈N

such that ∆1n1 = r− t. Similarly, since s > r, there is some 0 < ∆2 < δ and n2 ∈ N
such that ∆2n2 = s− r. Furthermore, because of Propositions 7.3 and 7.1, (I +∆1Q)n1

and (I +∆1Q)n1 are lower transition operators. Hence, we find that

‖Ls
t −Lr

t Ls
r‖ ≤

∥∥Ls
t − (I +∆1Q)n1(I +∆2Q)n2

∥∥+∥∥(I +∆1Q)n1(I +∆2Q)n2 −Lr
t Ls

r
∥∥

≤
∥∥Ls

t − (I +∆1Q)n1(I +∆2Q)n2
∥∥+∥∥(I +∆1Q)n1 −Lr

t
∥∥+∥∥(I +∆2Q)n2 −Ls

r
∥∥

≤max{∆1,∆2}(s− t)
∥∥Q
∥∥2

+∆1(r− t)
∥∥Q
∥∥2

+∆2(s− r)
∥∥Q
∥∥2

≤ δ (s− t)
∥∥Q
∥∥2

+δ (r− t)
∥∥Q
∥∥2

+δ (s− r)
∥∥Q
∥∥2

= 2δ (s− t)
∥∥Q
∥∥2

,

where the second inequality follows from Lemma E.4 and the third inequality fol-
lows from Lemma E.8. Since δ > 0 can be chosen arbitrarily small, this implies that
‖Ls

t −Lr
t Ls

r‖= 0, or equivalently, that Ls
t = Lr

t Ls
r.

Proposition 7.14. Let Q be an arbitrary lower transition rate operator, and let T Q be
the corresponding lower transition operator system. Then, for all t,s ∈ R≥0 such that
t ≤ s, we have that Ls

t = Ls−t
0 .

Proof. Consider any t,s∈R≥0 such that t ≤ s, any ∆∈R≥0, and any sequence {ui}i∈N
in U[t,s] such that limi→∞ σ(ui) = 0. For any i ∈ N, with ui = t0, . . . , tn, we now define
the sequence u∗i = (t0 +∆),(t1 +∆), . . . ,(tn +∆). Then clearly, limi→∞ σ(u∗i ) = 0 and,
for all i ∈ N, u∗i ∈U[t+∆,s+∆] and, due to Equation (42), Φui = Φu∗i

. We now have that

Ls
t = lim

i→∞
Φui = lim

i→∞
Φu∗i

= Ls+∆

t+∆
,

where the first and last equality follow from Theorem 7.12.

The following lemma provides a bound on how well the operator Lt+∆
t can be ap-

proximated using the much simpler operator (I +∆Q). Note that this lemma states the
general version of Lemma A.3, which until this point has remained unproven. To see
that the result below indeed implies Lemma A.3, simply recall from Section 7.2 that
any rate matrix Q is also a lower transition rate operator. Since it follows from our
comments in Section 7.4 that the lower transition operator Lt+∆

t corresponding to such
a Q = Q satisfies Lt+∆

t = eQ∆, Lemma A.3 clearly follows from the following result.

Lemma E.9. Let Q be a lower transition rate operator. Then for any t,∆ ∈ R≥0:∥∥∥Lt+∆
t − (I +∆Q)

∥∥∥≤ ∆
2∥∥Q

∥∥2
.

Proof. Fix any ε > 0. Because of Definition 7.4, there is some u ∈U[t,t+∆] such that
σ(u)

∥∥Q
∥∥≤ 1 and ‖Ls

t −Φu‖ ≤ ε . By combining this with Lemma E.5, it follows that∥∥Ls
t − (I +∆Q)

∥∥≤ ‖Ls
t −Φu‖+

∥∥Φu− (I +∆Q)
∥∥≤ ε +∆

2∥∥Q
∥∥2

.

Since ε > 0 is arbitrary, the result is now immediate.
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The final lemma of this section states how well we can approximate the operator
Lt+∆

t using the identity matrix I. Put differently, since we know from Proposition 7.13
that Lt

t = I, this tells us how quickly Lt+∆
t changes as we increase ∆. This result is a

generalised version of Lemma A.4, which has so far remained unproven. The reason
why Lemma A.4 is a special case is again because for Q = Q, we have that Lt+∆

t = eQ∆.

Lemma E.10. Let Q be a lower transition rate operator. Then for any t,∆ ∈ R≥0:∥∥∥Lt+∆
t − I

∥∥∥≤ ∆
∥∥Q
∥∥ .

Proof. Fix any n ∈ N and let ∆n := ∆/n. Propositions 7.13 and 7.14 then imply that

Lt+∆
t = L∆

0 = Ln∆n
0 = L∆n

0 L2∆n
∆n
· · ·L(n−1)∆n

(n−2)∆n
Ln∆n
(n−1)∆n

= L∆n
0 L∆n

0 · · ·L
∆n
0 L∆n

0 = (L∆n
0 )n,

and therefore, it follows from Lemma E.4 that∥∥∥Lt+∆
t − I

∥∥∥= ∥∥∥(L∆n
0 )n− In

∥∥∥≤ n
∥∥∥L∆n

0 − I
∥∥∥≤ n

∥∥∥L∆n
0 − (I +∆nQ)

∥∥∥+n∆n
∥∥Q
∥∥ ,

which, when combined with Lemma E.9, implies that∥∥∥Lt+∆
t − I

∥∥∥≤ n∆
2
n
∥∥Q
∥∥2

+n∆n
∥∥Q
∥∥= 1

n
∆

2∥∥Q
∥∥2

+∆
∥∥Q
∥∥ .

Since n ∈ N is arbitrary, the result is now immediate.

Proposition 7.15. Let Q be an arbitrary lower transition rate operator, and let T Q be
the corresponding lower transition operator system. Then, for all t,s ∈ R≥0 such that
t ≤ s, it holds that12

∂

∂ t
Ls

t =−QLs
t and

∂

∂ s
Ls

t = QLs
t .

Proof. We first prove that ∂

∂ t Ls
t =−QLs

t , or equivalently, that

(∀ε > 0)(∃δ > 0)(∀∆ : 0 < |∆|< δ , 0≤ t +∆≤ s)
∥∥∥∥Ls

t+∆
−Ls

t

∆
+QLs

t

∥∥∥∥< ε. (112)

Fix any ε ∈ R>0, and choose any δ > 0 such that 3δ
∥∥Q
∥∥2

< ε . Consider now any
∆ ∈ R such that 0 < |∆| < δ and 0 ≤ t +∆ ≤ s. We will show that the inequality in
Equation (112) holds. Let t ′ := max{t, t +∆}. We then find that∥∥Ls

t+∆−Ls
t +∆QLs

t
∥∥= ∥∥∥Ls

t ′ −Ls
t ′−|∆|+ |∆|QLs

t

∥∥∥= ∥∥∥Ls
t ′ −Lt ′

t ′−|∆|L
s
t ′ + |∆|QLt ′

t Ls
t ′

∥∥∥ ,
where the last equality follows from Proposition 7.13 and because t ≤ t ′≤ s. Therefore,
and because of N10 and LT4, we find that∥∥Ls

t+∆−Ls
t +∆QLs

t
∥∥≤ ∥∥∥I−Lt ′

t ′−|∆|+ |∆|QLt ′
t

∥∥∥∥∥Ls
t ′
∥∥≤ ∥∥∥I−Lt ′

t ′−|∆|+ |∆|QLt ′
t

∥∥∥ ,
12 If 0 = t < s, the derivative with respect to t is taken to be a right derivative. If t = s, the derivative with

respect to s is taken to be a right derivative and the derivative with respect to t is taken to be a left derivative
(or becomes meaningless if t = 0).
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which implies that∥∥Ls
t+∆−Ls

t +∆QLs
t
∥∥≤ ∥∥∥I + |∆|Q−Lt ′

t ′−|∆|

∥∥∥+ |∆|∥∥∥QLt ′
t −Q

∥∥∥
≤ ∆

2∥∥Q
∥∥2

+ |∆|2
∥∥Q
∥∥∥∥∥Lt ′

t − I
∥∥∥≤ ∆

2∥∥Q
∥∥2

+2 |∆|(t ′− t)
∥∥Q
∥∥2

,

using Lemma E.9 and LR6 for the second inequality and Lemma E.10 for the third in-
equality. Hence, since 0≤ (t ′−t)≤ |∆|, we find that

∥∥Ls
t+∆
−Ls

t +∆QLs
t
∥∥≤ 3∆2

∥∥Q
∥∥2,

which implies that indeed, as required,∥∥∥∥Ls
t+∆
−Ls

t

∆
+QLs

t

∥∥∥∥= 1
|∆|
∥∥Ls

t+∆−Ls
t +∆QLs

t
∥∥≤ 3 |∆|

∥∥Q
∥∥2 ≤ 3δ

∥∥Q
∥∥2

< ε.

Next, we prove that ∂

∂ s Ls
t = QLs

t , or equivalently, that

(∀ε > 0)(∃δ > 0)(∀∆ : 0 < |∆|< δ , t ≤ s+∆)

∥∥∥∥∥Ls+∆
t −Ls

t

∆
−QLs

t

∥∥∥∥∥< ε. (113)

Fix any ε > 0 and α > 0 and let t∗ := t +α and s∗ := s+α . It then follows from
Equation (112) that there is some δ ∗ > 0 such that

(∀∆∗ : 0 < |∆∗|< δ
∗, 0≤ t∗+∆

∗ ≤ s∗)

∥∥∥∥∥Ls∗
t∗+∆∗ −Ls∗

t∗

∆∗
+QLs∗

t∗

∥∥∥∥∥< ε. (114)

Let δ := min{δ ∗,α}. Consider now any ∆ ∈ R such that 0 < |∆| < δ and t ≤ s+∆.
We will prove that the inequality in Equation (113) holds. Let ∆∗ := −∆. We then
have that 0 < |∆∗| < δ ≤ δ ∗ and that t∗+∆∗ = t +α −∆ ≥ t +α − δ ≥ t ≥ 0 and
t∗+∆∗= t+α−∆≤ s+∆+α−∆= s∗, and therefore, we find that indeed, as required,∥∥∥∥∥Ls+∆

t −Ls
t

∆
−QLs

t

∥∥∥∥∥=
∥∥∥∥∥Ls∗

t∗+∆∗ −Ls∗
t∗

−∆∗
−QLs∗

t∗

∥∥∥∥∥=
∥∥∥∥∥Ls∗

t∗+∆∗ −Ls∗
t∗

∆∗
+QLs∗

t∗

∥∥∥∥∥< ε,

where the first equality follows from Proposition 7.14 and the final inequality follows
from Equation (114).

F Proofs and Lemmas for the results in Section 8

Before giving the proof of Proposition 8.1, we first prove some crucial steps of the
proof separately, in the lemmas below.

First of all, recall from Proposition 4.7 that, for any ε ∈ R>0, there is some δ > 0
such that, for all 0 < ∆ < δ , the transition matrix T t+∆

t,xu of a fixed stochastic process
P ∈ PW

Q,M can be approximated by (I +∆Q) with an error of at most ∆ε , using a rate
matrix Q ∈ ∂T t

t,xu ⊆Q. Quite similarly, the following lemma states that, for any given
time interval [t,s], there exists a finite partition u ∈ U[t,s], u = t0, . . . , tn, such that the
transition matrices T ti+1

ti,xu can all be approximated by (I+∆i+1Qi+1), for some Qi+1 ∈Q
and with ∆i+1 = ti+1− ti.

The reason that this result does not follow trivially from Proposition 4.7 is because
the δ—and hence also ∆—in Proposition 4.7 depends on the particular time point that
is considered. For this reason, the intuitive idea of using Proposition 4.7 to first find
some ∆0 and Q0 such that T t1

t0,xu = T t0+∆

t0,xu can be approximated by I+∆1Q1, and to then
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continue in this way to find some ∆2 and Q2, and then some ∆3 and Q3, and so on, is
not feasible, because this process may continue indefinitely if ∑

∞
i=1 ∆i is finite. In order

to make this work, we need some kind of guarantee that it suffices to consider a finite
number of ∆i, and this is exactly what the following lemma establishes.

Lemma F.1. Consider any P ∈ PW
Q,M , any 0 ≤ t < s, any u ∈ U<t and any xu ∈Xu.

Then for all ε > 0 and δ > 0, there is some v ∈ U[t,s] such that σ(v) < δ and, for all
i ∈ {0, . . . ,n−1}:

(∃Q ∈Q)
∥∥∥T ti+1

ti,xu − (I +∆i+1Q)
∥∥∥< ∆i+1ε

Proof. Fix any ε > 0 and δ > 0. It then follows from Proposition 4.7 and Definition 6.1
that there is some 0 < δ ∗ < min{δ ,1/2(s− t)} such that, for all 0 < ∆ < δ ∗:

(∃Q ∈Q)

∥∥∥∥ 1
∆
(T t+∆

t,xu − I)−Q
∥∥∥∥< ε and (∃Q ∈Q)

∥∥∥∥ 1
∆
(T s

s−∆,xu
− I)−Q

∥∥∥∥< ε. (115)

Let t∗ := t + δ ∗ and s∗ := s− δ ∗. Then clearly, t < t∗ < s∗ < s. For any r ∈ [t∗,s∗], it
follows from Proposition 4.7 and Definition 6.1 that there is some 0 < δr < δ ∗ such
that, for all 0 < ∆ < δr:

(∃Q ∈Q)

∥∥∥∥ 1
∆
(T r+∆

r,xu − I)−Q
∥∥∥∥< ε and (∃Q ∈Q)

∥∥∥∥ 1
∆
(T r

r−∆,xu
− I)−Q

∥∥∥∥< ε. (116)

Let Ur := (r−δr,r+δr). Then the set C := {Ur : r ∈ [t∗,s∗]} is an open cover of [t∗,s∗].
By the Heine-Borel theorem, C contains a finite subcover C∗ of [t∗,s∗]. Without loss
of generality, we can take this subcover to be minimal, in the sense that if we remove
any of its elements, it is no longer a cover. Let m be the cardinality of C∗ and let
r1 < r2 < · · ·< rm be the ordered sequence of the midpoints of the intervals in C∗.

We will now prove that

ri−δri < r j−δr j and ri +δri < r j +δr j for all 1≤ i < j ≤ m. (117)

Assume ex absurdo that this statement is not true. Then this implies that there are
1≤ i< j≤m such that either ri−δri ≥ r j−δr j or ri+δri ≥ r j+δr j . If ri−δri ≥ r j−δr j ,
then since i< j implies that ri < r j, it follows that δr j ≥ δri +r j−ri > δri and therefore,
that r j + δr j > ri + δri . Hence, we find that Uri ⊆ Ur j . Since C∗ was taken to be
a minimal cover, this is a contradiction. Similarly, if ri + δri ≥ r j + δr j , then since
i < j implies that ri < r j, it follows that δri ≥ δr j + r j − ri > δr j and therefore, that
ri−δri < r j−δri . Hence, we find that Ur j ⊆Uri . Since C∗ was taken to be a minimal
cover, this is again a contradiction. From these two contradictions, it follows that
Equation (117) is indeed true.

Next, we prove that

rk+1−δrk+1 < rk +δrk for all k ∈ {1, . . . ,m−1}. (118)

Assume ex absurdo that this statement is not true or, equivalently, that there is some
k ∈ {1, . . . ,m− 1} such that rk + δrk ≤ rk+1− δrk+1 . For all i ∈ {k+ 1, . . . ,m}, it then
follows from Equation (117) that rk + δrk ≤ ri− δri , which implies that rk + δrk /∈Uri .
Furthermore, for all i∈{1, . . . ,k}, it follows from Equation (117) that ri+δri ≤ rk+δrk ,
which again implies that rk+δrk /∈Uri . Hence, for all i∈ {1, . . . ,m}, we have found that
rk +δrk /∈Uri . Since C∗ is a cover of [t∗,s∗], this implies that rk +δrk /∈ [t∗,s∗], which,
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since rk ∈ [t∗,s∗], implies that rk+δrk > s∗. Hence, since we know from Equation (117)
that rk− δrk < rm− δrm , it follows that Urm ∩ [t∗,s∗] ⊆Urk ∩ [t∗,s∗]. This contradicts
the fact that C∗ was taken to be a minimal cover, and therefore, Equation (118) must
indeed be true.

For all k ∈ {1, . . . ,m−1}, we now define qk := 1/2(rk + δrk + rk+1− δrk+1). Using
Equation (117), it then follows that

qk <
rk+1 +δrk+1 + rk+1−δrk+1

2
= rk+1 and qk >

rk +δrk + rk−δrk

2
= rk,

and Equation (118) trivially implies that rk+1−δrk+1 < qk < rk +δrk . Hence,

rk < qk < rk +δrk and rk+1−δrk+1 < qk < rk+1.

Due to Equation (116), and with ∆∗k := qk− rk and ∆∗∗k := rk+1−qk, this implies that

(∃Q ∈Q)

∥∥∥∥ 1
∆∗k

(T qk
rk,xu − I)−Q

∥∥∥∥< ε and (∃Q ∈Q)

∥∥∥∥ 1
∆∗∗k

(T rk+1
qk,xu − I)−Q

∥∥∥∥< ε.

(119)
For all k ∈ {1, . . . ,m}, we now let t2k := rk and, for all k ∈ {1, . . . ,m− 1}, we let

t2k+1 := qk. For the resulting sequence t2 < t3 < · · ·< t2m−1 < t2m, it then follows from
Equation (119) and N9 that, for all i ∈ {2, . . . ,2m−1}:

(∃Q ∈Q)
∥∥∥T ti+1

ti,xu − (I +∆i+1Q)
∥∥∥< ∆i+1ε, (120)

with ∆i+1 := ti+1− ti < δ .
Next, since C∗ is a minimal cover, and because of Equation (117), we know that

r1−δr1 < t∗ ≤ r1 = t2 and, since δr1 < δ ∗, we also know that r1−δr1 > t. Therefore,
it follows that there is some t1 ∈ R such that t < r1−δr1 < t1 < t∗ ≤ r1. If we now let
t0 := t, then ∆1 := t1− t0 < δ ∗ and ∆2 := t2− t1 = r1− t1 < δr1 , and therefore, it follows
from Equations (115) and (116) and N9 that Equation (120) is also true for i = 0 and
i = 1.

Finally, again since C∗ is a minimal cover and because of Equation (117), we know
that t2m = rm ≤ s∗ < rm + δrm and, since δrm < δ ∗, we also know that rm + δrm < s.
Therefore, it follows that there is some t2m+1 ∈ R such that t2m = rm ≤ s∗ < t2m+1 <
rm +δrm < s. If we now let t2m+2 := s, then ∆2m+2 := t2m+2− t2m+1 < δ ∗ and ∆2m+1 :=
t2m+1−t2m = t2m+1−rm < δrm , and therefore, it follows from Equations (115) and (116)
and N9 that Equation (120) is also true for i = 2m and i = 2m+1.

Hence, we conclude that Equation (120) holds for all i ∈ {0,1, . . . ,2m,2m+ 1}.
The result now follows by letting n := 2m+2.

The following lemma provides a decomposition property for the expectation oper-
ator EP that corresponds to a stochastic processes P ∈ P. For notational convenience,
we express it in terms of transition matrices T s

t,xu , using Remark 4.1. This result will
end up being useful in the proof of Proposition 8.1.

Roughly speaking, the result establishes that the (history-dependent) transition mat-
rix T s

t,xu of a stochastic process P ∈ P can be decomposed into a number of other trans-
ition matrices corresponding to this P, such that—crucially—these individual transition
matrices do not depend on the exact way that the decomposition was performed—that
is, the other transition matrices in the decomposition—despite P not necessarily being
a Markov process.
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Lemma F.2. Consider any P ∈ PW, any t,s ∈ R≥0 such that t < s, any u ∈ U<t and
xu ∈Xu and any sequence t = t0 < t1 < · · · < tn = s, with n ∈ N. Then for any f ∈
L (X ) and xt ∈X :

[T s
t,xu f ](xt) =

[
T t1

t0,xu

(
n

∏
i=2

T ti
ti−1,xu∪{t}

)
f
]
(xt)

Proof. We provide a proof by induction. For n = 1, the result holds trivially. So
consider now any n> 1 and assume that the result is true for n−1. For any g∈L (X ),
Remark 4.1 then implies that

[T t2
t0,xug](xt) = EP[g(Xt2)|Xt = xt ,Xu = xu]

= ∑
xt1∈X

EP[g(Xt2)|Xt1 = xt1 ,Xt = xt ,Xu = xu]P(Xt1 = xt1 |Xt = xt ,Xu = xu)

= ∑
xt1∈X

[T t2
t1,xu∪{t}g](xt1)P(Xt1 = xt1 |Xt = xt ,Xu = xu)

= [T t1
t0,xu T t2

t1,xu∪{t}g](xt),

and therefore, it follows that

[T s
t,xu f ](xt) =

[
T t2

t0,xu

(
n

∏
i=3

T ti
ti−1,xu∪{t}

)
f
]
(xt)

=
[
T t1

t0,xuT t2
t1,xu∪{t}

(
n

∏
i=3

T ti
ti−1,xu∪{t}

)
f
]
(xt) =

[
T t1

t0,xu

(
n

∏
i=2

T ti
ti−1,xu∪{t}

)
f
]
(xt),

using the induction hypothesis for the first equality.

The final two results that we require have to do with the connection between Q
and Q. Due to the definition of the lower transition rate operator Q corresponding to a
given Q—see Equation (38)—it holds for all ∆ ∈ R≥0, all Q ∈Q, and all f ∈L (X )
that (I +∆Q) f ≥ (I +∆Q) f . Lemma F.4 establishes that this inequality extends to
compositions of such operators (I +∆Q) and (I +∆Q), provided that we impose an
upper bound on ∆. In orde to prove this Lemma F.4, we also require Lemma F.3, which
states that ‖Q‖ is bounded above by

∥∥Q
∥∥.

Lemma F.3. Consider a non-empty bounded set Q of rate matrices and let Q be the
corresponding lower transition rate operator. Then for all Q ∈Q, we have that ‖Q‖ ≤∥∥Q
∥∥.

Proof. Consider any f ∈L (X ) such that ‖ f‖= 1. It then follows from Equation (38)
that Q f ≥ Q f and, due to the linearity of Q, also that Q f = −Q(− f ) ≤ −Q(− f ).
Hence, we find that Q f ≤ Q f ≤−Q(− f ), which implies that

‖Q f‖ ≤max{
∥∥Q f

∥∥ ,∥∥−Q(− f )
∥∥}= max{

∥∥Q f
∥∥ ,∥∥Q(− f )

∥∥}. (121)

Since ‖ f‖ = 1, it follows from Equation (1) that
∥∥Q f

∥∥ ≤ ∥∥Q
∥∥, and similarly, since

‖− f‖ = ‖ f‖ = 1, we also find that
∥∥Q(− f )

∥∥ ≤ ∥∥Q
∥∥. By combining this with Equa-

tion (121), we find that ‖Q f‖ ≤
∥∥Q
∥∥, and since this is true for every f ∈L (X ) such

that ‖ f‖= 1, it now follows from Equation (1) that ‖Q‖ ≤
∥∥Q
∥∥.
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Lemma F.4. Consider a non-empty bounded set Q of rate matrices, let Q be the corres-
ponding lower transition rate operator, and consider any δ ∈R>0 such that δ

∥∥Q
∥∥≤ 1.

Now fix any n ∈ N and, for all i ∈ {1, . . . ,n}, consider some 0 ≤ ∆i ≤ δ and Qi ∈Q.
Then for any f ∈L (X ):

n

∏
i=1

(I +∆iQi) f ≥
n

∏
i=1

(I +∆iQ) f .

Proof. We provide a proof by induction. For n = 1, the result follows trivially from
Equation (38). Consider now any n > 1 and assume that the result is true for n−
1. Since Lemma F.3 implies that ∆1 ‖Q1‖ ≤ ∆1

∥∥Q
∥∥ ≤ δ

∥∥Q
∥∥ ≤ 1, it then follows

from Proposition 3.2 that I +∆1Q1 is a transition matrix, and therefore, as noted in
Section 7.1, also a lower transition matrix, which therefore satisfies LT5. We now find
that

n

∏
i=1

(I +∆iQi) f ≥ (I +∆1Q1)
n

∏
i=2

(I +∆iQ) f ≥
n

∏
i=1

(I +∆iQ) f ,

where the first inequality follows from the induction hypothesis and LT5, and the
second inequality follows from Equation (38).

Proposition 8.1. Consider a non-empty bounded set of rate matrices Q whose cor-
responding lower transition rate operator is Q, and let T Q be the corresponding lower
transition operator system. Then, for any P ∈ PW

Q , any t,s ∈ R≥0 such that t ≤ s, any
u ∈U<t , any xt ∈X and xu ∈Xu, and any f ∈L (X ):

EP[ f (Xs) |Xt = xt ,Xu = xu]≥ [Ls
t f ](xt).

Proof. This result is trivial if t = s. Hence, without loss of generality, we may assume
that t < s. Fix any ε > 0 and let C := (s− t). Choose any ε1 > 0 such that ε1 ‖ f‖< ε/2

and any ε2 > 0 such that ε2C‖ f‖< ε/2.
Due to Theorem 7.12, there is some δ ∈ R>0 such that δ

∥∥Q
∥∥≤ 1 and

(∀v ∈U[t,s] : σ(v)≤ δ )‖Ls
t −Φv‖ ≤ ε1, (122)

with Φv as in Equation (42). Since P ∈ PW
Q , it now follows from Proposition 4.7 that

there is some 0 < ∆1 < min{δ ,C} such that

(∃Q1 ∈ ∂+T t
t,xu ⊆Q)

∥∥T t1
t0,xu − (I +∆1Q1)

∥∥= ∥∥∥T t+∆1
t,xu − (I +∆1Q1)

∥∥∥< ∆1ε2,

with t0 := t and t1 := t +∆1. Furthermore, since P ∈ PW
Q , and because ∆1 < C implies

that t1t +∆1 < s, it follows from Lemma F.1 that there is some v ∈ U[t1,s] such that
σ(v) < δ , with v = t1, . . . , tn and tn = s, and such that for all i ∈ {2, . . . ,n}, with ∆i :=
ti− ti−1:

(∃Qi ∈Q)
∥∥∥T ti

ti−1,xu∪{t} − (I +∆iQi)
∥∥∥< ∆iε2.

Since ∆1 < δ and, for all i ∈ {2, . . . ,n}, ∆i ≤ σ(v) < δ , we know that, for all i ∈
{1, . . . ,n}, ∆i < δ and therefore also, using Lemma F.3, that ∆i ‖Qi‖ ≤ δ

∥∥Q
∥∥ ≤ 1.
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Therefore, we find that∣∣∣∣∣[T s
t,xu f ](xt)−

[(
n

∏
i=1

(I +∆iQi)

)
f

]
(xt)

∣∣∣∣∣
=

∣∣∣∣∣[T t1
t0,xu

(
n

∏
i=2

T ti
ti−1,xu∪{t}

)
f
]
(xt)−

[(
n

∏
i=1

(I +∆iQi)

)
f

]
(xt)

∣∣∣∣∣
≤

∥∥∥∥∥T t1
t0,xu

(
n

∏
i=2

T ti
ti−1,xu∪{t}

)
−

n

∏
i=1

(I +∆iQi)

∥∥∥∥∥‖ f‖

≤
∥∥T t1

t0,xu − (I +∆1Q1)
∥∥‖ f‖+

n

∑
i=2

∥∥∥T ti
ti−1,xu∪{t} − (I +∆iQi)

∥∥∥‖ f‖

<
n

∑
i=1

∆iε2 ‖ f‖=Cε2 ‖ f‖< ε

2
,

where the equality follows from Lemma F.2, the first inequality follows from the prop-
erties of ‖·‖, and the second inequality follows from Lemma A.2 and Proposition 3.2
and, we also find that∣∣∣∣∣[Ls

t f ](xt)−

[(
n

∏
i=1

(I +∆iQ)

)
f

]
(xt)

∣∣∣∣∣≤
∥∥∥∥∥Ls

t −
n

∏
i=1

(I +∆iQ)

∥∥∥∥∥‖ f‖ ≤ ε1 ‖ f‖< ε

2
,

using Equation (122) to establish the second inequality. Hence, Lemma F.4 implies
that

[Ls
t f ](xt)<

[(
n

∏
i=1

(I +∆iQ)

)
f

]
(xt)+

ε

2

≤

[(
n

∏
i=1

(I +∆iQi)

)
f

]
(xt)+

ε

2
< [T s

t,xu f ](xt)+ ε.

Since ε > 0 was arbitrary, this allows us to infer that [Ls
t f ](xt)≤ [T s

t,xu f ](xt). The result
now follows because [T s

t,xu f ](xt) = EP[ f (Xs)|Xt = xt ,Xu = xu], as noted in Remark 4.1.

The following lemma is required for the proof of Proposition 8.2. Recall from
the definition of the lower envelope Q of a given set Q of rate matrices, that for any
f ∈ L (X ), and x ∈ X and any ε > 0, there is some Q ∈ Q such that [Q f ](x) <
[Q f ](x) + ε . In other words, [Q f ](x) can be approximated arbitrarily closely using
the elements of Q. The following lemma establishes that the entire function Q f can
be approximated arbitrarily closely by a single Q ∈ Q, whenever Q has separately
specified rows.

Lemma F.5. Let Q be an arbitrary non-empty bounded set of rate matrices that has
separately specified rows, with corresponding lower transition rate operator Q. Then
for any f ∈L (X ) and ε ∈ R>0, there exists a Q ∈Q such that∥∥Q f −Q f

∥∥< ε .

Proof. This is immediate from the definition of the lower envelope of Q, as given by
Equation (38), and the fact that Q has separately specified rows.
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Proposition 8.2. Let M be a non-empty set of probability mass functions on X , let
Q be a non-empty bounded set of rate matrices that has separately specified rows, with
corresponding lower transition rate operator Q, and let T Q be the corresponding lower
transition operator system. Then for all t,s ∈ R≥0 such that t ≤ s, all f ∈L (X ), and
all ε ∈ R>0, there is a well-behaved Markov chain P ∈ PWM

Q,M such that

|EP[ f (Xs) |Xt = xt ]− [Ls
t f ](xt)|< ε for all xt ∈X .

Proof. Fix any t,s ∈ R≥0 such that t ≤ s, any f ∈L (X ) and any ε ∈ R>0. If t = s,
the result is trivial. Hence, without loss of generality, we may assume that t < s. Let
C := (s− t), choose any ε∗ > 0 such that ε∗C < ε , choose any ε1,ε2,ε3 > 0 such that
ε1 + ε2 + ε3 < ε∗, choose any δ > 0 such that δ ‖Q‖2 ‖ f‖< ε3 and δ

∥∥Q
∥∥2 ‖ f‖< ε1

(this is always possible because of LR5), and consider any u∈U[t,s] such that σ(u)< δ ,
with u = t0, . . . , tn and n ∈ N.

Fix any i ∈ {1, . . . ,n} and let gi := Ltn
ti f . It then follows from Lemma F.5 that there

is some Qi ∈Q such that
∥∥Qgi−Qigi

∥∥ < ε2 and, due to N11 and LT4, we also know
that ‖gi‖=

∥∥Ltn
ti f
∥∥≤ ∥∥Ltn

ti

∥∥‖ f‖ ≤ ‖ f‖. Hence, we find that∥∥∥Lti
ti−1

gi− eQi∆igi

∥∥∥
≤
∥∥Lti

ti−1
gi−

[
I +∆iQ

]
gi
∥∥+∥∥∆iQgi−∆iQigi

∥∥+∥∥∥[I +∆iQi]gi− eQi∆igi

∥∥∥
≤
∥∥Lti

ti−1
−
[
I +∆iQ

]∥∥‖gi‖+∆i
∥∥Qgi−Qigi

∥∥+∥∥∥I +∆iQi− eQi∆i
∥∥∥‖gi‖

<
∥∥Lti

ti−1
−
[
I +∆iQ

]∥∥‖ f‖+∆iε2 +
∥∥∥I +∆iQi− eQi∆i

∥∥∥‖ f‖

≤ ∆
2
i
∥∥Q
∥∥2 ‖ f‖+∆iε2 +∆

2
i ‖Qi‖2 ‖ f‖

≤ ∆i(δ
∥∥Q
∥∥2 ‖ f‖+ ε2 +δ ‖Q‖2 ‖ f‖)< ∆i(ε1 + ε2 + ε3)< ∆iε

∗, (123)

where the second inequality holds because of N11, the third inequality holds because
‖gi‖ ≤ ‖ f‖ and

∥∥Qgi−Qigi
∥∥< ε2, the fourth inequality holds because of Lemmas E.9

and A.3 and where the fifth inequality holds because ∆i ≤ σ(u)< δ .
Let Q0 and Qn+1 be two arbitrary elements of Q and, for all i ∈ {0, . . . ,n+ 1},

let TQi denote the transition matrix system corresponding to Qi, as in Definition 3.5.
Then, by Proposition 6.2, there is some P ∈ PWM

Q,M with transition matrix system TP,
such that

TP = T
[0,t0]

Q0
⊗T

[t0,t1]
Q1

⊗·· ·⊗T
[tn−1,tn]

Qn
⊗T

[tn,∞)
Qn

.

Due to Equation (123), we know that the transition matrices of this process P satisfy

(∀i ∈ {1, . . . ,n})
∥∥Lti

ti−1
gi−T ti

ti−1
gi
∥∥= ∥∥∥Lti

ti−1
gi− eQi∆igi

∥∥∥< ∆iε
∗. (124)

Furthermore, we also know that∥∥Ltn
t0 gn−T tn

t0 gn
∥∥= ∥∥∥Ltn−1

t0 Ltn
tn−1

gn−T tn−1
t0 Ltn

tn−1
gn +T tn−1

t0 (Ltn
tn−1

gn−T tn
tn−1

gn)
∥∥∥

≤
∥∥∥Ltn−1

t0 Ltn
tn−1

gn−T tn−1
t0 Ltn

tn−1
gn

∥∥∥+∥∥∥T tn−1
t0

∥∥∥∥∥Ltn
tn−1

gn−T tn
tn−1

gn
∥∥

≤
∥∥∥Ltn−1

t0 gn−1−T tn−1
t0 gn−1

∥∥∥+∥∥Ltn
tn−1

gn−T tn
tn−1

gn
∥∥ ,
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using Proposition 7.13 and Equation (25) for the first inequality, and LT4 for the second
one. Similarly, we also find that∥∥∥Ltn−1

t0 gn−1−T tn−1
t0 gn−1

∥∥∥≤ ∥∥∥Ltn−2
t0 gn−2−T tn−2

t0 gn−2

∥∥∥+∥∥∥Ltn−1
tn−2

gn−1−T tn−1
tn−2

gn−1

∥∥∥ .
By continuing in this way—applying induction—we eventually find that

‖Ls
t f −T s

t f‖=
∥∥Ltn

t0 gn−T tn
t0 gn

∥∥≤ n

∑
i=1

∥∥Lti
ti−1

gi−T ti
ti−1

gi
∥∥≤ n

∑
i=1

∆iε
∗ =Cε

∗ < ε,

using Equation (124) to establish the second inequality. The result now follows directly
from Remark 4.1, which states that [T s

t f ](xt) = EP[ f (Xs)|Xt = xt ] for all xt ∈X .

Corollary 8.3. Let M be a non-empty set of probability mass functions on X , let Q
be a non-empty bounded set of rate matrices that has separately specified rows, with
corresponding lower transition rate operator Q, and let T Q be the corresponding lower
transition operator system. Then, for all t,s∈R≥0 such that t ≤ s, all u∈U<t , xu ∈Xu
and xt ∈X , and all f ∈L (X ):

EW
Q,M [ f (Xs) |Xt = xt ,Xu = xu] = EWM

Q,M [ f (Xs) |Xt = xt ,Xu = xu] = [Ls
t f ] (xt).

Proof. Fix any ε > 0. It then follows from Proposition 8.2 that there is some P∈PWM
Q,M

such that EP[ f (Xs)|Xt = xt ]< [Ls
t f ](xt)+ ε , which implies that

EWM
Q,M [ f (Xs) |Xt = xt ,Xu = xu]≤ EP[ f (Xs)|Xt = xt ,Xu = xu]

= EP[ f (Xs)|Xt = xt ]< [Ls
t f ](xt)+ ε,

using Equation (32) for the first inequality and the Markov property of P for the equal-
ity. Since ε > 0 is arbitrary, it follows that EWM

Q,M [ f (Xs) |Xt = xt ,Xu = xu]≤ [Ls
t f ](xt).

This implies the result because we also have that

[Ls
t f ] (xt)≤ inf

{
EP[ f (Xs) |Xt = xt ,Xu = xu] : P ∈ PW

Q,M

}
= EW

Q,M [ f (Xs) |Xt = xt ,Xu = xu]≤ EWM
Q,M [ f (Xs) |Xt = xt ,Xu = xu],

where the first inequality follows from Proposition 8.1 and the last inequality follows
from Proposition 6.4.

Theorem 8.4. Let Q be an arbitrary lower transition rate operator, with QQ its set of
dominating rate matrices, and let T Q be the corresponding lower transition operator
system. Then the largest set of stochastic processes P for which the corresponding
conditional lower expectation operator E[· | ·]—as defined in Equation (31)—satisfies

E[ f (Xs) |Xt = xt ,Xu = xu] = [Ls
t f ](xt)

for all t,s ∈ R≥0 such that t ≤ s, all u ∈ U<t , all xt ∈ X and xu ∈ Xu, and every
f ∈L (X ), is the set PW

QQ
.

Proof. Clearly, it suffices to prove that for any P ∈ P that is not well-behaved or not
consistent with QQ, there are t,s ∈ R≥0 with t ≤ s, u ∈ U<t , xu ∈Xu, xt ∈X and
f ∈L (X ) such that

EP[ f (Xs) |Xt = xt ,Xu = xu]< [Ls
t f ](xt). (125)
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We start with the case that P is not well-behaved. Fix any ε > 0 and let C :=
∥∥Q
∥∥+

ε . It then follows from Proposition 4.5 that there are t,s ∈ R≥0 with t < s, u ∈ U<t
and xu ∈Xu such that 1/∆

∥∥T s
t,xu − I

∥∥ > C and ∆
∥∥Q
∥∥2

< ε , with ∆ := s− t > 0. Let
Q := 1/∆(T s

t,xu− I). Since ‖Q‖>C, it then follows that there is some f ′ ∈L (X ) such
that ‖ f ′‖= 1 and ‖Q f ′‖>C, which in turn implies that there is some xt ∈X such that
|[Q f ′](xt)|>C. If [Q f ′](xt)< 0, we let f := f ′, and if [Q f ′](xt)> 0, we let f :=− f ′.
Clearly, this implies that ‖ f‖ = 1 and [Q f ](xt) < −C. From ‖ f‖ = 1, it furthermore
follows that [Q f ](xt) ≥ −

∥∥Q f
∥∥ ≥ −∥∥Q

∥∥, and therefore, we we find that [Q f ](xt) <

−
∥∥Q
∥∥−ε ≤ [Q f ](xt)−ε , which implies that [(I+∆Q) f ](xt)≤ [(I+∆Q) f ](xt)−∆ε .

Hence, since we also know that∣∣[Ls
t f ](xt)− [(I +∆Q) f ](xt)

∣∣≤ ∥∥Ls
t − (I +∆Q)

∥∥≤ ∆
2∥∥Q

∥∥2
< ∆ε,

where we use ‖ f‖= 1 for the first inequality and Lemma E.9 for the second inequality,
it follows that

[T s
t,xu f ](xt) = [(I +∆Q) f ](xt)≤ [(I +∆Q) f ](xt)−∆ε < [Ls

t f ](xt),

which, because of Remark 4.1, implies that Equation (125) holds.
Next, we consider the case that P is well behaved, but not consistent with QQ. In

that case, it follows from Definition 6.1 that there are t∗ ∈ R≥0, u ∈U<t and xu ∈Xu
such that ∂T t∗

t∗,xu
6⊆QQ. Since we know that ∂T t∗

t∗,xu
is a non-empty set of rate matrices

because of Proposition 4.6, this implies the existence of a rate matrix Q∗ ∈ ∂T t∗
t∗,xu

such that Q∗ /∈QQ. Furthermore, since Q∗ /∈QQ, Equation (39) implies that there are
f ′ ∈ L (X ) and xt ∈X such that [Q∗ f ′](xt) < [Q f ′](xt). Clearly, this implies that
f ′ 6= 0, and therefore, that ‖ f ′‖ > 0. If we now let f := 1/‖ f ′‖ f ′, then ‖ f‖ = 1, and
furthermore, because of the linearity of Q∗ and the non-negative homogeneity of Q, it
follows that [Q∗ f ](xt) = 1/‖ f ′‖[Q∗ f ′](xt) < 1/‖ f ′‖[Q f ′](xt) = [Q f ](xt). Consider now
any ε > 0 such that [Q∗ f ](xt)≤ [Q f ](xt)−2ε (this is now clearly possible). Since
Q∗ ∈ ∂T t∗

t∗,xu
, it then follows from Definition 4.8 that there are t,s ∈ R≥0 such that

u < t < s,
∥∥1/∆(T s

t,xu − I)−Q∗
∥∥ ≤ ε and ∆

∥∥Q
∥∥2

< ε , with ∆ := s− t > 0. Let Q :
= 1/∆(T s

t,xu − I). Since ‖Q−Q∗‖ ≤ ε and ‖ f‖ = 1, it then follows that [Q f ](xt) ≤
[Q∗ f ](xt)+ε ≤ [Q f ](xt)−ε . Hence, using the exact same argument as in the first part
of this proof, we find that Equation (125) holds.

Proposition 8.5. Let Q be a lower transition rate operator, choose any t,s ∈ R≥0 such
that t ≤ s, and let Ls

t be the lower transition operator corresponding to Q. Then for any
f ∈L (X ) and ε ∈ R>0, if we choose any n ∈ N such that

n≥max
{
(s− t)

∥∥Q
∥∥ , 1

2ε
(s− t)2∥∥Q

∥∥2 ‖ f‖v

}
,

with ‖ f‖v := max f −min f , we are guaranteed that∥∥∥∥∥Ls
t f −

n

∏
i=1

(I +∆Q) f

∥∥∥∥∥≤ ε,

with ∆ := (s−t)/n.

Proof. Define h := f −min f − 1/2‖ f‖v. Then

maxh = max f −min f − 1/2‖ f‖v = ‖ f‖v− 1/2‖ f‖v = 1/2‖ f‖v
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and
minh = min f −min f − 1/2‖ f‖v =−1/2‖ f‖v ,

and therefore,
‖h‖ := max{|h(x)| : x ∈X }= 1/2‖ f‖v .

Now let u∈U[t,s] be such that u= t0, t1, . . . , tn, where, for all i∈{0,1, . . . ,n}, ti := t+ i∆.
Since ∆ = (s−t)/n, we then have that t0 = t, tn = s, σ(u) = ∆ and Φu = ∏

n
i=1(I +∆Q).

Furthermore, since n≥ (s−t)
∥∥Q
∥∥, we also know that ∆

∥∥Q
∥∥= (s−t)/n

∥∥Q
∥∥≤ 1. Hence,

we find that∥∥∥∥∥Ls
t h−

n

∏
i=1

(I +∆Q)h

∥∥∥∥∥= ‖Ls
t h−Φuh‖ ≤ ‖Ls

t −Φu‖‖h‖

≤ σ(u)(s− t)
∥∥Q
∥∥2 ‖h‖= ∆(s− t)

∥∥Q
∥∥2 ‖ f‖v

2

=
ε

n
1

2ε
(s− t)2∥∥Q

∥∥2 ‖ f‖v ≤ ε.

where the first inequality follows from Property N11, the second inequality follows
from Lemma E.8 and the final inequality follows from our lower bound on n. The result
is now immediate because Ls

t and ∏
n
i=1(I +∆Q) are both lower transition operators—

for the latter, this follows from Propositions 7.3 and 7.1—which implies that∥∥∥∥∥Ls
t h−

n

∏
i=1

(I +∆Q)h

∥∥∥∥∥=
∥∥∥∥∥Ls

t f −
n

∏
i=1

(I +∆Q) f

∥∥∥∥∥
because of LT6.

G Proofs for the results in Section 9

Corollary 9.1. Let M be an arbitrary non-empty set of probability mass functions on
X , let Q be an arbitrary non-empty bounded set of rate matrices that has separately
specified rows, with corresponding lower transition rate operator Q, and let T Q be the
corresponding lower transition operator system. Then, for all s∈R>0, all u∈U<s such
that u 6= /0 and all f ∈L (Xu∪s):

EW
Q,M [ f (Xu,Xs) |Xu] = EWM

Q,M [ f (Xu,Xs) |Xu] =
[
Ls

tn f
]
(Xu).

Proof. Because of Equations (53) and (54), this result is an immediate consequence of
Corollary 8.3.

Corollary 9.2. Let M be a non-empty set of probability mass functions on X , let Q
be a non-empty, bounded and convex set of rate matrices that has separately specified
rows, with lower transition rate operator Q, and let T Q be the corresponding lower
transition operator system. Then, for any u = t0, . . . , tn and v = s0, . . . ,sm in U /0 such
that u < v, and any f ∈L (Xu∪v):

EW
Q,M [ f (Xu,Xv) |Xu] = Ls0

tn Ls1
s0
· · ·Lsm

sm−1
f . (57)

Proof. As explained in the main text of Section 9.2, this result is an immediate con-
sequence of Theorem 6.5 and Corollary 9.1.
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Proposition 9.3. Let M be a non-empty set of probability mass functions on X and
let Q be a non-empty bounded set of rate matrices. Then for all f ∈L (X ):

EW
Q,M [ f (X0)] = EWM

Q,M [ f (X0)] = EWHM
Q,M [ f (X0)] = EM [ f ].

Proof. Fix f ∈L (X ) and ε > 0. It then follows from Equation (32) that there is a
stochastic process P ∈ PW

Q,M such that EP[ f (X0)] ≤ EW
Q,M [ f (X0)]+ ε . Furthermore,

since P∈PW
Q,M , it follows from Definitions 6.2 and 6.4 that P(X0)∈M , and therefore,

that
EP[ f (X0)] = ∑

x∈X
P(X0 = x) f (x)≥ EM [ f ].

Because of Equation (62), we also know that there is a probability mass function p∈M
such that ∑x∈X p(x) f (x)≤EM [ f ]+ε . Consider now any Q∈Q. It then follows from
Corollary 5.3 that there is a unique well-behaved homogeneous Markov chain P′ ∈ PM,
with transition matrix Q, and with P′(X0 = x) = p(x) for all x ∈X . Since P′ clearly
belongs to PWHM

Q,M , this implies that

∑
x∈X

p(x) f (x) = ∑
x∈X

P′(X0 = x) f (x) = EP′ [ f (X0)]≥ EWHM
Q,M [ f (X0)].

Hence, we conclude that

EW
Q,M [ f (X0)]+ ε ≥ EP[ f (X0)]≥ EM [ f ]≥ ∑

x∈X
p(x) f (x)− ε ≥ EWHM

Q,M [ f (X0)]− ε.

Since ε > 0 is arbitrary, this implies that EW
Q,M [ f (X0)]≥ EM [ f ]≥ EWHM

Q,M [ f (X0)], and
therefore, the result follows from Proposition 6.4.

Proposition 9.4. Let M be a non-empty set of probability mass functions on X and
let Q be a non-empty bounded set of rate matrices that has separately specified rows,
with lower transition rate operator Q. Then for any s ∈ R≥0 and any f ∈L (X ):

EW
Q,M [ f (Xs)] = EWM

Q,M [ f (Xs)] = EM [Ls
0 f ].

Proof. Fix s ∈ R≥0, f ∈L (X ) and ε > 0. It then follows from Equation (32) that
there is some P ∈ PW

Q,M such that EP[ f (Xs)] ≤ EW
Q,M [ f (Xs)] + ε . Since P ∈ PW

Q,M ,
Equation (32) now implies that, for all x ∈X ,

EP[ f (Xs)|X0 = x]≥ EW
Q,M [ f (Xs)|X0 = x] = [Ls

0 f ](x), (126)

where the last equality follows from Corollary 8.3. Hence, we find that

EW
Q,M [ f (Xs)]+ ε ≥ EP[ f (Xs)] = EP[EP[ f (Xs)|X0]]

≥ EP[[Ls
0 f ](X0)]≥ EW

Q,M [[Ls
0 f ](X0)] = EM [Ls

0 f ],

where the first equality follows from Equation (34), the second inequality follows from
Equation (126), the third inequality follows from P ∈ PW

Q,M and Equation (32), and
the last equality follows from Proposition 9.3. Next, because of Equation (62), we
know that there is a probability mass function p ∈M such that ∑x∈X p(x)[Ls

0 f ](x)≤
EM [Ls

0 f ]+ε . Let M ∗ := {p}. Proposition 8.2 then implies that there is a well-behaved
Markov chain P∗ ∈ PWM

Q,M ∗ ⊆ PWM
Q,M such that

EP∗ [ f (Xs) |X0]≤ [Ls
0 f ](X0)+ ε.
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It now follows from the definition of EWM
Q,M that

EWM
Q,M [ f (Xs)]≤ EP∗ [ f (Xs)] = EP∗ [EP∗ [ f (Xs)|X0]]≤ EP∗ [[Ls

0 f ](X0)]+ ε,

using Equation (34) for the equality. Furthermore, since P∗ ∈ PWM
Q,M ∗ implies that

P∗(X0 = x) = p(x) for all x ∈X , we also know that

EP∗ [[Ls
0 f ](X0)] = ∑

x∈X
P∗(X0 = x)[Ls

0 f ](x) = ∑
x∈X

p(x)[Ls
0 f ](x)≤ EM [Ls

0 f ]+ ε.

Combining all of the above inequalities, we find that

EWM
Q,M [ f (Xs)]−2ε ≤ EP∗ [[Ls

0 f ](X0)]− ε ≤ EM [Ls
0 f ]≤ EW

Q,M [ f (Xs)]+ ε.

Since ε > 0 is arbitrary, this implies that EWM
Q,M [ f (Xs)] ≤ EM [Ls

0 f ] ≤ EW
Q,M [ f (Xs)].

The result now follows from Proposition 6.4.

Proposition 9.5. Let M be a non-empty set of probability mass functions on X and
let Q be a non-empty, bounded, convex set of rate matrices that has separately specified
rows, with lower transition rate operator Q. Then for any u = t0, . . . , tn in U /0 such that
t0 = 0, and any f ∈L (Xu):

EW
Q,M [ f (Xu)] = EM [Lt1

t0 Lt2
t1 · · ·L

tn
tn−1

f ].

Proof. Consider any u = t0, . . . , tn in U /0 such that t0 = 0 and any f ∈ L (Xu). Let
f̂ ∈L (X ) be defined by

f̂ (x) := EW
Q,M [ f (Xu) |X0 = x] =

[
Lt1

t0 Lt2
t1 · · ·L

tn
tn−1

f
]
(x) for all x ∈X , (127)

using Corollary 9.2 to establish the last equality. It then follows from Theorem 6.5 and
Proposition 9.3 that

EW
Q,M [ f (Xu)] = EW

Q,M [EW
Q,M [ f (Xu) |X0]] = EW

Q,M [ f̂ (X0)] = EM [ f̂ ].

Combined with Equation (127), this implies the result.

H A gambling interpretation for coherence

This appendix aims to provide a basic exposition of the gambling interpretation for
coherent conditional probabilities. A more extensive discussion, which also provides
some historic context, can be found in, among others, References [35, 49, 50, 46, 6, 7].

Basically, the idea is to interpret P as a set of gambles on the actual—but unknown—
value of X in Ω, which some bettor is willing to either buy or sell, and to impose a
rationality criterion on this set of gambles.

Concretely, for every pair (A,C) ∈ C , P(A|C) is interpreted as a bettor’s fair price
for a ticket that yields a reward of one currency unit to its holder if the event A occurs,
conditional on the fact that C happens. In other words, the bettor is willing to either sell
or buy such ticket at this price, provided that she will be refunded should event C not
happen. Furthermore, it also assumed that the bettor’s utility is linear, which implies
that she is willing to vary the stakes of her bets arbitrarily.

Suppose for example that the actual value of X ends up being ω . For each ticket
that the bettor sold, she has then received P(A|C) currency units in advance, but after
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the value of X is revealed, she loses one currency unit if A has happened, that is, she
loses IA(ω) currency unit. Because all of this is conditional on C happening, her net
profit is IC(ω)(P(A|C)− IA(ω)), with negative profit being loss. Note that if C does
not happen, that is, if IC(ω) = 0, she neither gains nor loses anything. Since we also
allow for arbitrary stakes, we conclude that for any λ ∈ R≥0, the bettor is willing to
accept the uncertain net profit λ IC(ω)(P(A|C)− IA(ω)).

Similarly, for each ticket that that the bettor buys, she first has to pay P(A|C) to
buy the ticket, but will then receive one unit of currency if A happens. Her profit is
then IA(ω)−P(A|C) per ticket. However, she only receives this profit if event C also
came to pass, and otherwise gets refunded. Hence, if we again take into account that
the stake can be chosen arbitrarily, we find that for any λ ∈R≥0 the bettor is willing to
accept the uncertain net profit λ IC(ω)(IA(ω)−P(A|C)).

By combining the arguments for selling and buying, we conclude from the above
that for any λ ∈ R, the bettor is willing to accept a bet in which she receives the
uncertain net profit λ IC(ω)(P(A|C)− IA(ω)), with negative profit being loss.

The final assumption is now that the bettor is willing to combine any finite number
of such transactions. That is, if we consider any n ∈ N and, for every i ∈ {1, . . . ,n},
some λi ∈R and (Ai,Ci) ∈ C , then the bettor is willing to accept a bet in which her net
profit is equal to

n

∑
i=1

λiICi(ω)(P(Ai|Ci)− IAi(ω)) .

The coherence of P is now equivalent to requiring that any such bet avoids sure loss,
in the sense that there exists at least one “non-trivial” outcome ω for which her total
profit is non-negative, the trivial case being when none of the events Ci happen—ω /∈
∪n

i=1Ci—because she then gets refunded completely.

I Proofs of the examples

Proof of Example 3.2. We will show that the sequence {Ti}i∈N0 defined in Equation (8)
is Cauchy, or in other words, that

(∀ε ∈ R>0)(∃nε ∈ N)(∀k, ` > nε) d(Tk,T`)< ε. (128)

In order to prove this, the first step is to notice that for any i∈N, the difference between
Ti and Ti−1 is essentially situated on the interval [0,δi]. It should therefore be intuit-
ively clear that d(Ti,Ti−1) is proportional to δi.

In fact, it holds that d(Ti,Ti−1) ≤ δi ‖Qi−Qi−1‖; we will start by proving this
inequality. So, fix any i ∈ N. Fix any t,s ∈ R≥0 such that t ≤ s, and let iT s

t and
i−1T s

t be the transition matrices that correspond to Ti and Ti−1, respectively. We now
consider three cases. The first case is t ≥ δi. It then follows from Equation (8) that∥∥iT s

t − i−1T s
t
∥∥ = 0. The second case is s ≤ δi. It then follows from Equation (8) and

Lemma A.5 that∥∥iT s
t − i−1T s

t
∥∥= ∥∥∥eQi(s−t)− eQi−1(s−t)

∥∥∥≤ (s− t)‖Qi−Qi−1‖ ≤ δi ‖Qi−Qi−1‖ .

The third case is t ≤ δi ≤ s. We then find that∥∥iT s
t − i−1T s

t
∥∥= ∥∥∥iT δi

t
iT s

δi
− i−1T δi

t
i−1T s

δi

∥∥∥≤ ∥∥∥iT δi
t − i−1T δi

t

∥∥∥+∥∥∥iT s
δi
− i−1T s

δi

∥∥∥
=
∥∥∥iT δi

t − i−1T δi
t

∥∥∥≤ δi ‖Qi−Qi−1‖ ,



I Proofs of the examples 114

where the first inequality follows from Lemma A.2, the second equality follows from
the first case above, and the last inequality follows from the second case above. Hence,
in all three cases, we find that

∥∥iT s
t − i−1T s

t
∥∥ ≤ δi ‖Qi−Qi−1‖. Since this inequal-

ity holds for any t,s ∈ R≥0 such that s ≥ t, it now follows from Equation (7) that
d(Ti,Ti−1)≤ δi ‖Qi−Qi−1‖.

Using this inequality, and because d is a metric, Equation (128) can now easily be
proven. It suffices to choose nε in such a way that c2−nε < ε . Indeed, in that case, for
any k, ` > nε , if we assume—without loss of generality—that k ≤ `, it follows that

d(Tk,T`)≤
`

∑
i=k+1

d(Ti−1,Ti)≤
`

∑
i=k+1

δi ‖Qi−Qi−1‖ ≤ c
`

∑
i=k+1

δi

and therefore, since we also know that

`

∑
i=k+1

δi ≤
+∞

∑
i=k+1

δi =
+∞

∑
i=k+1

2−i = 2−k,

it follows that d(Tk,T`)≤ c2−k ≤ c2−nε < ε , as required.
As a side result, we also obtain a similar bound on the distance between Tk and T .

For any `≥ k, we know that

d(Tk,T )≤ d(Tk,T`)+d(T`,T )≤ c2−k +d(T`,T ),

and therefore, since T = lim`→+∞ T`, it follows that d(Tk,T )≤ c2−k.

Proof of Example 3.3. We start by proving that Equation (9) gives us the transition
matrix from 0 to t that corresponds to the transition matrix system T . To this end, we
first establish some properties. Consider any t ∈ (0,1] and let j be the unique element
of N0 such that δ j+1 < t ≤ δ j. If j is odd, it follows from Equations (10) and (11) that

ϕ1(t) = t− 2/3δ j+1 = (t−δ j+1)+ 1/3δ j+1 = (t−δ j+1)+ϕ1(δ j+1)

and ϕ2(t) = 2/3δ j+1 = ϕ2(δ j+1). Similarly, if j is even, it follows that ϕ1(t) = ϕ1(δ j+1)
and ϕ2(t) = ϕ2(δ j+1)+(t−δ j+1). Hence, in both cases, we have that

Q1ϕ1(t)+Q2ϕ2(t) = Q1ϕ1(δ j+1)+Q2ϕ2(δ j+1)+Q j(t−δ j+1).

Therefore, and since Q1 and Q2 commute, it now follows from Equation (9) that

T t
0 = eQ1ϕ1(t)+Q2ϕ2(t) = eQ1ϕ1(δ j+1)+Q2ϕ2(δ j+1)+Q j(t−δ j+1)

= eQ1ϕ1(δ j+1)+Q2ϕ2(δ j+1)eQ j(t−δ j+1) = T
δ j+1

0 eQ j(t−δ j+1). (129)

For large enough k ∈ N, a similar statement holds for the transition matrix kT t
0 that

corresponds to Tk. In particular, Equation (8) implies that

kT t
0 = kT

δ j+1
0 eQ j(t−δ j+1) for all k ≥ j (130)

Hence, for all j ∈N0, by choosing t = δ j, and because δ j−δ j+1 = δ j+1, it follows that

T
δ j

0 = T
δ j+1

0 eQ jδ j+1 and kT
δ j

0 = kT
δ j+1

0 eQ jδ j+1 for all k ≥ j. (131)
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Finally, for all k ∈ N0, it follows from Equations (9)–(11) and (8) that

T δk
0 = eQk2/3δk+Qk+11/3δk and kT δk

0 = eQkδk for all k ∈ N0. (132)

Using these properties, proving that Equation (9) gives us the transition matrix
from 0 to t that corresponds to the transition matrix system T , is now relatively easy.
Consider any t ∈ (0,1], let i be the unique element of N0 such that δi+1 < t ≤ δi, and
fix any k ≥ i. Then on the one hand, we find that∥∥∥T t

0 − kT t
0

∥∥∥= ∥∥∥T δi+1
0 eQi(t−δi+1)− kT δi+1

0 eQi(t−δi+1)
∥∥∥

≤
∥∥∥T δi+1

0 − kT δi+1
0

∥∥∥+∥∥∥eQi(t−δi+1)− eQi(t−δi+1)
∥∥∥

=
∥∥∥T δi+1

0 − kT δi+1
0

∥∥∥= ∥∥∥T δi+2
0 eQi+1δi+2 − kT δi+2

0 eQi+1δi+2
∥∥∥

≤
∥∥∥T δi+2

0 − kT δi+2
0

∥∥∥+∥∥∥eQi+1δi+2 − eQi+1δi+2
∥∥∥

=
∥∥∥T δi+2

0 − kT δi+2
0

∥∥∥≤ ·· · ≤ ∥∥∥T δk
0 −

kT δk
0

∥∥∥ ,
where the first equality follows from Equations (129) and (130), the first inequality fol-
lows from Lemma A.2 in Appendix A, the third equality follows from Equation (131),
the second equality is again due to Lemma A.2, and the remaining steps consist in
repeating the last steps over and over again. On the other hand, we also know that∥∥∥T δk

0 −
kT δk

0

∥∥∥= ∥∥∥eQk2/3δk+Qk+11/3δk − eQkδk

∥∥∥
=
∥∥∥eQk2/3δk eQk+11/3δk − eQk2/3δk eQk1/3δk

∥∥∥
≤
∥∥∥eQk2/3δk − eQk2/3δk

∥∥∥+∥∥∥eQk+11/3δk − eQk1/3δk
∥∥∥

=
∥∥∥eQk+11/3δk − eQk1/3δk

∥∥∥≤ δk ‖Qk−Qk+1‖= δk ‖Q1−Q2‖ ,

where the first equality follows from Equation (131), the second equality holds because
Q1 and Q2 commute, and the two inequalities follow from Lemmas A.2 and A.5 in
Appendix A. Hence, we find that

∥∥T t
0 − kT t

0

∥∥≤ δk ‖Q1−Q2‖. Since this is true for any
k ≥ i, it follows that limk→+∞

kT t
0 = T t

0 . Therefore, because T := limi→∞ Ti, we can
conclude that T t

0 indeed corresponds to T .
We end this proof by showing that the transition matrix system T is well-behaved.

Let M := max{‖Q1‖ ,‖Q2‖}. We will prove that

1
∆
‖T s

t − I‖ ≤M for all t,s,∆ ∈ R≥0 such that s = t +∆.

According to Definition 3.4, this clearly implies that T is well-behaved.
So fix any t,s,∆ ∈ R≥0 such that s = t +∆ and consider any ε > 0. Then since

limi→+∞
iT s

t = T s
t , there is some j ∈ N such that

∥∥T s
t − jT s

t
∥∥ ≤ ε . Furthermore, since

Q1 and Q2 commute, it follows from Equation (8) that there are ∆1,∆2 ∈R≥0 such that
∆1 +∆2 = ∆ and jT s

t = eQ1∆1eQ2∆2 . Therefore, we find that

‖T s
t − I‖ ≤

∥∥T s
t − jT s

t
∥∥+∥∥∥eQ1∆1eQ2∆2 − I

∥∥∥≤ ε +
∥∥∥eQ1∆1 − I

∥∥∥+∥∥∥eQ2∆2 − I
∥∥∥

≤ ε +∆1 ‖Q1‖+∆2 ‖Q2‖ ≤ ∆M,
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where the second and third inequalities follow from Lemma A.2 and A.4 in Appendix A,
respectively.

Proof of Example 3.4. We will prove that the transition matrix system T from Ex-
ample 3.4 is not well-behaved. In order to do this, we first fix any n ∈ N0 and any
∆ ∈ (0,δn], and we let i ≥ n be the unique element of N0 such that δi+1 < ∆ ≤ δi. It
then follows from Equation (8) that iT ∆

0 = eQi∆, and therefore, we find that

‖∆Qi‖ ≤
∥∥∥eQi∆− (I +∆Qi)

∥∥∥+∥∥∥T ∆
0 − iT ∆

0

∥∥∥+∥∥∥T ∆
0 − I

∥∥∥≤ ∆
2 ‖Qi‖2 +2−i +

∥∥∥T ∆
0 − I

∥∥∥ ,
where the first inequality holds because ‖·‖ is a norm, and where the second inequality
holds because of Lemma A.3 and because—as proved at the end of the proof of Ex-
ample 3.2—d(Ti,T ) ≤ c2−i = 2−i. Hence, since ‖Qi‖ = ‖iQ‖ = i‖Q‖ = i, we find
that

1
∆

∥∥∥T ∆
0 − I

∥∥∥≥ ‖Qi‖−∆‖Qi‖2− 1
∆

2−i = i−∆i2− 1
∆

2−i ≥ i−δii2−
1

δi+1
2−i

and therefore, because δi = 2−i, δi+1 = 2−i−1, 2i ≥ i and i≥ n, it follows that

1
∆

∥∥∥T ∆
0 − I

∥∥∥≥ i−2−ii2−2≥ i− 1
2

i−2 =
i
2
−2≥ n

2
−2. (133)

Since ∆ ∈ (0,δn] is arbitrary, this inequality immediately implies that

limsup
∆→0+

1
∆

∥∥∥T ∆
0 − I

∥∥∥≥ n
2
−2.

and therefore, since this is true for every n ∈ N0, we infer from Definition 3.4 that T
is not well-behaved, because the definition clearly fails for t = 0.

Proof of Example 4.5. We will prove that Equation (20) indeed holds. So fix any
λ ∈ [1/3,2/3] and consider the sequence {∆i}i∈N0 → 0+ whose elements are defined
by ∆i := (2δ2i+1)/(3λ ). For all i ∈ N0, we then find that

ϕ1(∆i)Q1 +ϕ2(∆i)Q2 =
2
3

δ2i+1Q1 +(∆i−
2
3

δ2i+1)Q2

= λ∆iQ1 +(1−λ )∆iQ2 = Qλ ∆i,

where the first equality follows from Equations (10) and (11)—because 1/(3λ ) ∈ [1/2,1]
implies that δ2i+1 ≤ ∆i ≤ δ2i. Hence, for all i ∈ N0, Equation (9) now tells us that
T ∆i

0 = eQλ ∆i . Therefore, and because {∆i}i∈N0 → 0+, we find that indeed, as required,

lim
i→+∞

1
∆i
(T ∆i

0 − I) = lim
i→+∞

1
∆i
(eQλ ∆i − I) =

d
dt

eQλ t ∣∣
t=0 = Qλ , (134)

where we use Lemma A.1 to establish the last equality.

Proof of Example 4.6. Showing that {Qλ : λ ∈ [1/3,2/3]} is a subset of ∂+T 0
0 was, es-

sentially, already done in Example 4.5, because for every λ ∈ [1/3,2/3], it follows from
Equation (134) and Definition 4.7 that Qλ ∈ ∂+T 0

0 . Therefore, we only need to show
that ∂+T 0

0 is a subset of {Qλ : λ ∈ [1/3,2/3]}, or equivalently, we need to show that for
every Q ∈ ∂+T 0

0 , there is some λ ∈ [1/3,2/3] such that Q = Qλ .
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So consider any Q ∈ ∂+T 0
0 . Definition 4.8 then implies the existence of a sequence

{∆i}i∈N0 → 0+ such that
lim

i→+∞

1/∆i(T
∆i

0 − I) = Q. (135)

The first step of the proof is to observe that, for every t ∈ (0,1], ϕ1(t)+ϕ2(t)= t and
1/3t ≤ ϕ1(t)≤ 2/3t; we leave this as an exercise. Given this observation, it follows that
for all t ∈ (0,1], there is some λt ∈ [1/3,2/3] such that ϕ1(t) = λtt and ϕ2(t) = (1−λt)t.
Hence, in particular, for every i∈N, there is some λi ∈ [1/3,2/3] such that ϕ1(∆i) = λi∆i
and ϕ2(∆i) = (1−λi)∆i and therefore also, due to Equation (9), T ∆i

0 = eQλi
∆i . Further-

more, because of the Bolzano-Weierstrass theorem, the sequence {λi}i∈N0 contains
a convergent subsequence {λik}k∈N0 whose limit λ := limk→+∞ λik clearly belongs to
[1/3,2/3].

In the remainder of this proof, we will show that Q = Qλ . To this end, let us fix any
ε > 0 and prove that ‖Q−Qλ‖< ε . First of all, since λ = limk→+∞ λik , there is some
n1 ∈ N0 such that, for all k ≥ n1,

∣∣λ −λik

∣∣‖Q1−Q2‖< ε/3 and therefore also∥∥∥Qλ −Qλik

∥∥∥= ∥∥(λ −λik)(Q1−Q2)
∥∥= ∣∣λ −λik

∣∣‖Q1−Q2‖ ≤
ε

3
. (136)

Secondly, Equation (135) implies that there is some n2 ∈ N0 such that∥∥∥1/∆ik(T
∆ik

0 − I)−Q
∥∥∥< ε

3
for all k ≥ n2. (137)

Thirdly, Lemma A.1 implies that there is some n3 ∈ N0 such that∥∥∥1/∆ik(e
Qλik

∆ik − I)−Qλik

∥∥∥< ε

3
for all k ≥ n3. (138)

Consider now any k ≥ max{n1,n2,n3}. Then since T
∆ik

0 = e
Qλik

∆ik , it follows from
Equations (136)–(138) that

‖Q−Qλ‖ ≤
∥∥∥Q− 1/∆ik(T

∆ik
0 − I)

∥∥∥+∥∥∥1/∆ik(e
Qλik

∆ik − I)−Qλik

∥∥∥+∥∥∥Qλik
−Qλ

∥∥∥≤ ε.

Since this is true for every ε ∈ R>0, it follows that ‖Q−Qλ‖ = 0, and therefore also,
that Q = Qλ , as desired.

Proof of Example 4.7. We will prove that the right-sided outer partial derivative ∂+T 0
0

is empty. To this end, assume ex absurdo that it is not empty, and consider any Q ∈
∂+T 0

0 . It then follows from Equation (21) that there is a sequence {∆i}i∈N→ 0+ such
that limi→+∞

1/∆i(T
∆i

0 − I) = Q. Consider now any ε > 0, any n ∈ N0 such that n ≥
4+2‖Q‖+2ε , let δn := 2−n as in Example 3.4, and consider any i∗ ∈ N such that, for
all i≥ i∗, ∆i ∈ (0,δn)—such an i∗ always exists because {∆i}i∈N→ 0+. For all i≥ i∗,
using Equation (133) from the proof of Example 3.4, we then find that∥∥∥∥ 1

∆i
(T ∆i

0 − I)−Q
∥∥∥∥≥ ∥∥∥∥ 1

∆i
(T ∆i

0 − I)
∥∥∥∥−‖Q‖ ≥ n

2
−2−‖Q‖ ≥ ε,

which, since ε > 0, contradicts the fact that limi→+∞
1/∆i(T

∆i
0 − I) = Q. Hence, our

assumption must be wrong, and it follows that ∂+T 0
0 is indeed empty.

Proof of Example 7.1. Let Q1 and Q2 be the lower transition rate operators that corres-
pond to Q1 and Q2, respectively, and consider any f ∈ L (X ). Equation (38) then
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implies that Q1 f ≤ A f and Q1 f ≤ B f , which in turn implies that Q1 f ≤C f . Therefore,
by applying Equation (38) once more, we find that Q1 f ≤ Q2 f . Hence, since Equa-
tion (38) also trivially implies that Q2 f ≤ Q1 f , we find that Q1 f = Q2 f . Since this is
true for any f ∈L (X ), we conclude that Q1 = Q2.

Proof of Example 7.2. We will prove that Q is also the lower transition rate operator
corresponding to Q∗. First of all, for any Q ∈Q∗, f ∈L (X ) and x ∈X , it follows
from Equations (40) and (41) that there is some λ ∈ [0,1] such that

[Q f ](x) = λ [A f ](x)+(1−λ )[B f ](x)≥ λ [Q f ](x)+(1−λ )[Q f ](x) = [Q f ](x),

where the inequality holds because Q is the lower envelope of Q1. Since this is true for
all x ∈X , we find that Q f ≥Q f . Since this is true for all f ∈L (X ) and all Q ∈Q∗,
it follows that Q∗ ⊆QQ.

Let now Q∗ be the lower transition rate operator that corresponds to Q∗ and con-
sider any f ∈L (X ). Then, because Q∗ ⊆QQ, we find that Q∗ f ≥ Q f . Similarly,
since Q1 is clearly a subset of Q∗, we find that Q∗ f ≤ Q1 f . Since Q1 = Q, it follows
that Q f ≤ Q∗ f ≤ Q f , and because this holds for any f ∈ L (X ), we conclude that
Q∗ = Q.
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