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Abstract

This paper investigates the computation of lower/upper expectations that must cohere with a col-
lection of probabilistic assessments and a collection of judgements of epistemic independence. New
algorithms, based on multilinear programming, are presented, both for independence among events
and among random variables. Separation properties of graphical models are also investigated.
! 2006 Elsevier Inc. All rights reserved.

Keywords: Sets of probability measures; Concepts of independence; Imprecise probabilities; Epistemic indepen-
dence; Multilinear programming

1. Introduction

Among the concepts of independence that have been investigated in connection with
sets of probability measures, the concept of epistemic irrelevance is probably the easiest
to explain – intuitively, Y is epistemically irrelevant to X if assessments about X do not
change when we observe Y [36]. Epistemic independence is the symmetric concept: X and
Y are epistemically independent if each one is epistemically irrelevant to the other. Despite
their intuitive content, epistemic irrelevance and epistemic independence are quite difficult
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Abstract
This paper presents a complete theory of credal networks, structures that associate convex sets

of probability measures with directed acyclic graphs. Credal networks are graphical models for

precise/imprecise beliefs. The main contribution of this work is a theory of credal networks that

displays as much flexibility and representational power as the theory of standard Bayesian networks.

Results in this paper show how to express judgements of irrelevance and independence, and how to

compute inferences in credal networks. A credal network admits several extensions—several sets of

probability measures comply with the constraints represented by a network. Two types of extensions

are investigated. The properties of strong extensions are clarified through a new generalization of

d-separation, and exact and approximate inference methods are described for strong extensions.

Novel results are presented for natural extensions, and linear fractional programming methods are

described for natural extensions. The paper also investigates credal networks that are defined globally

through perturbations of a single network.  2000 Elsevier Science B.V. All rights reserved.

Keywords: Graphical models of inference; Convex sets of probability measures; Bayesian networks; Lower and
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1. Introduction
Probabilistic reasoning has gained widespread acceptance in the Artificial Intelligence

community as a methodology for the representation of beliefs [65]. But not all beliefs

can be cast as sharp numeric values [6,52,68,77]. The theory of convex sets of

probability measures, variously called the theory of credal sets [52], the theory of

imprecise probabilities [76] or Quasi-Bayesian theory [34], offers an alternative to standard
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We focus on credal nets, w
hich are graphical models that generali

se Bayesian nets to im-

precise proba
bility. We replace the

notion of strong inde
pendence com

monly used in credal

nets with the weaker notion
of epistemic irrelevance, w

hich is arguably more suited for a

behavioural t
heory of probability

. Focusing on directed trees, we show how to combine the

given local uncerta
inty models in the nodes of the graph into a global model, and we use

this to construct and
justify an exact message-passin

g algorithm that computes updated

beliefs for a variable in the tree. The algorithm, which is linear in the number of nodes,
is

formulated entirely in terms of coherent
lower previsions

and is shown to satisfy a number

of rationality
requirements. We supply examples of the alg

orithm’s operation and report an

application to on-line character rec
ognition that illustrate

s the advantages o
f our approac

h

for prediction. W
e comment on the perspectives,

opened by the availability, f
or the first

time, of a truly efficient algo
rithm based on epistemic irrelevance

.

© 2010 Elsevier Inc. A
ll rights reser

ved.

1. Introducti
on

The last twenty years ha
vewitnessed a rapid growth of graphicalm

odels in the fields of a
rtificial intelli

gence and statistics.

These models combine graphs and probability to address complex multivariate problems in a variety of domains, such as

medicine, finan
ce, risk analysis, defe

nce, and environment, to name just a few.

Much has been done also on the front of imprecise probability. In
particular, cre

dal nets [1] h
ave been and still are the

subject of int
ense research. A credal net cre

ates a global model of a domain by combining local uncerta
inty models using

some notion of independe
nce and then uses this to do inference. Th

e local models represe
nt uncertaint

y by closed convex

sets of probab
ilities, also called credal sets.

The notion of independe
nce used with credal nets in

the vast majority of cases is tha
t of strong ind

ependence (w
ith some

exceptions in
[2]). Loosely s

peaking, two variables X,Y are strongly i
ndependent i

f the credal se
t for (X,Y) can be regarded as

originating from a number of precise
models in each of which X and Y are stochastic

ally independent.
Strong independenc

e

is closely related to the sensitivity analysis inter
pretation of credal sets

, which regards an imprecise model as arisin
g out of

partial ignora
nce of a precise one.

In the particular cas
e of credal nets

, strong independenc
e leads to a mathematical equival

ence: a credal net m
odel is

equivalent to a model consisti
ng of a set of Bayesian nets, each with the same graph but with different values for the

parameters. The sensitivity analysis interpretation
is then that there is some (kind of ideal) Bayesian net model of the

problemunder consid
eration, and the graph of such a net is know

n. But, for som
e reason, the

net’s parameters are not k
nown

precisely, and
that is why one considers the

set of all the
Bayesian nets that are

consistent with the partial specifi
cation of

the parameters. Common causes for the existence of partial kno
wledge are the cost of, and time constraints on, eliciting
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An Efficient Algorithm for Estimating State Sequences

in Imprecise Hidden Markov Models

Jasper De Bock

JASPER.DEBOCK@UGENT.BE

Gert de Cooman

GERT.DECOOMAN@UGENT.BE

Ghent University,
SYSTeMS Research Group

Technologiepark–Zwijnaarde 914

9052 Zwijnaarde, Belgium Abstract

We present an efficient exact algorithm for estimating state sequences from outputs or observa-

tions in imprecise hidden Markov models (iHMMs). The uncertainty linking one state to the next,

and that linking a state to its output, is represented by a set of probability
mass functions instead

of a single such mass function. We consider as best estimates for state sequences the maximal se-

quences for the posterior joint state model conditioned on the observed output sequence, associated

with a gain function that is the indicator of the state sequence. This corresponds to and generalises

finding the state sequence with the highest posterior probability
in (precise-probabilistic

) HMMs,

thereby making our algorithm a generalisation of the one by Viterbi. We argue that the computa-

tional complexity of our algorithm is at worst quadratic in the length of the iHMM, cubic in the

number of states, and essentially linear in the number of maximal state sequences. An important

feature of our imprecise approach is that there may be more than one maximal sequence, typically

in those instances where its precise-probabilistic
counterpart is sensitive to the choice of prior. For

binary iHMMs, we investigate experimentally how the number of maximal state sequences de-

pends on the model parameters. We also present an application in optical character recognition,

demonstrating that our algorithm can be usefully applied to robustify
the inferences made by its

precise-probabilistic
counterpart.

1. Introduction

In the field of Artificial Intelligence, probabilistic
graphical models have become a powerful tool,

especially in domains where reasoning under uncertainty is needed (Koller & Friedman, 2009;

Pearl, 1988). Usually, this uncertainty is expressed by probabilities, which are estimated from data

or elicited from domain experts. However, the assumption that such probabilities can be obtained,

or for that matter, that they exist, is not always realistic
. This can for example happen when multiple

experts disagree, when rounding errors occur, or when the available data is limited; the latter can

either be inherent to the problem or a consequence of economic and temporal constraints.

In order to relax this assumption, one can use the theory of imprecise probabilities. The basic

idea is to allow for sets of probability distrib
utions rather than requiring the specification of a single

one. In this way, partial probabilistic
information can be expressed easily, for example, by means

of linear constraints on probability distrib
utions. This theory of imprecise probability encompasses

a number of different, but closely related frameworks; coherent lower previsions (Walley, 1991),

interval probabilities (Weichselberger, 2000) and belief functions (Dempster, 1967; Shafer, 1976)

are well-known examples.

c�2014 AI Access Foundation. All rights reserved.
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W
e present a new approach to credal netw

orks, w
hich are graphical m

odels that generalise 

Bayesian netw
orks to deal w

ith im
precise probabilities. Instead of applying the com

m
only 

used notion of strong independence, w
e replace it by the w

eaker, asym
m

etrical notion 

of epistem
ic irrelevance. W

e show how assessm
ents of epistem

ic irrelevance allow us to 

construct a global m
odel out of given local uncertainty m

odels, leading to an intuitive 

expression for the so-called irrelevant natural extension of a credal netw
ork. In contrast 

w
ith Cozm

an
[4], w

ho introduced this notion in term
s of credal sets, our m

ain results are 

presented using the language of sets of desirable gam
bles. This has allow

ed us to derive 

som
e rem

arkable properties of the irrelevant natural extension, including m
arginalisation 

properties and a tight connection w
ith the notion of independent natural extension. Our 

perhaps m
ost im

portant result is that the irrelevant natural extension satisfies a collection 

of epistem
ic irrelevancies that is induced by AD-separation, an asym

m
etrical adaptation of 

d-separation. Both AD-separation and the induced collection of irrelevancies are show
n to 

satisfy all graphoid properties except sym
m

etry.
©

2014 Elsevier Inc. All rights
reserved.

1. Introduction

A Bayesian network
[26] is a probabilistic graphical m

odel [20] that is popular in fields such as statistics, m
achine learning 

and artificial intelligence. It identifies the nodes of a Directed Acyclic Graph (DAG) w
ith random variables and interprets 

the graphical structure of the DAG as an assessm
ent of the independencies am

ongst these variables; nodes that are not 

connected represent variables that are conditionally independent of each other. By exploiting these independencies, a global 

uncertainty m
odel can be constructed easily out of local ones, allow

ing for a com
pact representation of the m

odel. Effi
cient 

algorithm
s have been developed for perform

ing inferences in such Bayesian netw
orks, leading to their successful application 

in a m
ultitude of real-life problem

s
[20,28].

Despite their success, Bayesian netw
orks have an im

portant lim
itation: the construction of a Bayesian netw

ork requires 

the exact specification of a conditional probability distribution for all variables in the netw
ork. In case of lim

ited data or dis-

agreeing and/or partial expert opinions, this requirem
ent is clearly unrealistic and renders the resulting m

odel arbitrary; see 

Ref. [37, Section
1.1.4] for num

erous other argum
ents against this ‘precision requirem

ent’. In order to avoid those problem
s, 

one can use the theory of credal networks, w
hich, sim

ply put, are Bayesian netw
orks that allow for im

precisely specified local 

m
odels. Initially, these w

ere taken to be credal sets [21] (closed and convex sets of probability distributions), w
hich explains 
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Robust Filtering Through Coherent Lower Previsions
Alessio Benavoli, Marco Zaffalon, and Enrique Miranda

Abstract—The classical filtering problem is re-examined to take
into account imprecision in the knowledge about the probabilistic
relationships involved. Imprecision is modeled in this paper by
closed convex sets of probabilities. We derive a solution of the state
estimation problem under such a framework that is very general:
it can deal with any closed convex set of probability distributions
used to characterize uncertainty in the prior, likelihood, and
state transition models. This is made possible by formulating the
theory directly in terms of coherent lower previsions, that is, of
the lower envelopes of the expectations obtained from the set of
distributions. The general solution is specialized to two particular
classes of coherent lower previsions. The first consists of a family
of Gaussian distributions whose means are only known to belong
to an interval. The second is the so-called linear-vacuous mixture
model, which is a family made of convex combinations of a known
nominal distribution (e.g., a Gaussian) with arbitrary distribu-
tions. For the latter case, we empirically compare the proposed
estimator with the Kalman filter. This shows that our solution
is more robust to the presence of modelling errors in the system
and that, hence, appears to be a more realistic approach than the
Kalman filter in such a case.

Index Terms—Coherent lower previsions, epistemic irrelevance,
Kalman filter, robustness.

I. INTRODUCTION

T HIS paper deals with the problem of estimating the state of
a discrete-time stochastic dynamical system on the basis

of observations. One way of approaching this problem is to as-
sume that the dynamics, the initial condition, and the observa-
tions are corrupted by noise contributors with known distribu-
tions and then to find the conditional distribution of the state
given the past observations. This is the so-called Bayesian state
estimation approach.

If the dynamics and observations are linear functions of the
state and the noise contributors are assumed to be Gaussian, it
is well known that the optimal solution of the Bayesian state es-
timation problem is the Kalman filter (KF). In the non-linear/
non-Gaussian case, an analytic solution of Bayesian state es-
timation is in general not available in closed form and a nu-
merical or analytical approximation is required. The extended
Kalman filter is the most known analytical approximation of the

Manuscript received September 15, 2009; revised March 25, 2010; accepted
August 02, 2010. Date of publication November 09, 2010; date of current
version July 07, 2011. This work was supported in part by the Swiss NSF under
Grant 200020-121785/1 and Grant 200020-116674/1, in part by the Hasler
Foundation under Grant 10030, in part by the “Hydronet” project, and in part
by the projects TIN2008-06796-C04-01, MTM2010-17844. Recommended by
Associate Editor B. Ninness.

A. Benavoli and M. Zaffalon are with the Istituto Dalle Molle di Studi
sull’Intelligenza Artificiale (IDSIA), Lugano 6928, Switzerland (e-mail:
alessio@idsia.ch; zaffalon@idsia.ch; benavoli@gmail.com).

E. Miranda is with the Dipartimento de Estadística e I.O. y D.M., Universidad
de Oviedo, Oviedo 33007, Spain (e-mail: mirandaenrique@uniovi.es).

Digital Object Identifier 10.1109/TAC.2010.2090707

Bayesian state estimation problem for non-linear systems. Con-
versely, among the numerical techniques, the ones used most
frequently are based on Monte Carlo sampling methods, see for
instance [1]–[3].

A common trait to these techniques is that they assume that
the distributions associated with the prior, state transition, and
likelihood functions are perfectly known. However, in many
practical cases, our information about the system to be mod-
eled may not allow us to characterize these functions with single
(precise) distributions. For example, in the Gaussian case, we
may only be able to determine an interval that contains the mean
of the Gaussian distribution or, in more general cases, we may
only be able to state that the distribution of the noise belongs to
some set of distributions.

One possible solution to deal with a set of distributions is the
so-called Bayesian sensitivity analysis or Bayesian robustness
[4] approach. Its basic idea is to check the robustness of the
estimate by applying Bayes’ rule to each pair of distributions
in the set of prior and/or in the set of likelihood distributions
in order to form a set of posterior distributions and to check
whether all these posteriors lead to the same conclusions (e.g.,
the same estimate or the same credible interval). When this is the
case, we declare that the model (i.e., the sets of distributions)
is robust and that the conclusions from any particular pair of
distributions are reliable. Conversely, when this is not the case
the model is unreliable, and we can devise three possible ways
to overcome the problem.

The first consists of narrowing the sets of prior and likelihood
functions through additional elicitation or obtaining additional
data, hopefully resulting in an increased robustness. This ap-
proach is not always possible for several reasons (cost, time,
hardness of the problem).

The second alternative consists of replacing the set of prior/
likelihood functions by a single element obtained by some kind
of criterion such as, for instance, “averaging” over the class as
in the hierarchical Bayesian approach. The basic idea is to con-
sider a (finite) sets of priors and/or likelihoods, to use obser-
vations to compute the corresponding set of posteriors and, fi-
nally, to average them according to some criterion. For a review
of various techniques for model averaging see [5]–[7]. For in-
stance, in [7] the idea is to estimate the averaging weights from
measurements. In this way, robustness is gained also through
adaptability. Model averaging has proven to be effective in sev-
eral practical problems but it also has some robustness problems
w.r.t. the choice of model priors and model transition probabil-
ities.

The third path to robustness is based on a negative answer
to the following question [4]: When different reasonable priors
or likelihoods yield substantially different answers, is it reason-
able to state that there is a single answer? The idea is then to deal
with all elements of the class of priors/likelihoods. This leads to
alternative models of representation of uncertainty based on a
set of probability distributions, such as -boxes for instance. A
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